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Abstract

This paper concerns the weighted Sobolev estimate of ∂̄ on bounded domains in Cn covered
regularly by the polydisc. In particular, this applies to quotient domains of the polydisc, such
as generalized Hartogs triangles and symmetrized polydiscs.

1 Introduction and the main theorems

The ∂̄ problem is to study the solvability and regularity of the nonhomogeneous Cauchy-Riemann
equation ∂̄u = f on domains in Cn. When the domain is smoothly bounded and pseudoconvex, the
∂̄-Neumann theory provides a powerful technique in the study of the L2-Sobolev estimates of ∂̄ (cf.
[19, 39]). However, for general Sobolev estimates on domains with non-smooth boundary, it seems
that the ∂̄-Neumann theory is not quite applicable. The purpose of this paper is to investigate
Lp-Sobolev regularity of ∂̄ over some types of non-smooth domains.

One interesting example of non-smooth domains that attracts substantial attention is the Har-
togs triangle H1,1 in C2, a bounded pseudoconvex domain without Lipschitz boundary. It is
well-known that the ∂̄ problem on H1,1 is not globally regular [12]. Namely, there is a ∂̄-closed
(0, 1)-form g that is smooth on H1,1, such that ∂̄v = g has no smooth solution on H1,1. On the
other hand, the works of [12, 33] show that the ∂̄ equation on H1,1 admits Hölder solutions with
desired estimates at each Hölder level via integral representations. Using the ∂̄ theory on product
domains developed in [9] and the fact that H1,1 is biholomorphic to ∆ × ∆∗, Chakrabarti-Shaw
obtained the weighted L2-Sobolev estimates of ∂̄ on H1,1 [10]. More recently, the Lp regularity
of the Bergman projection on the Hartogs triangle and its generalizations have been extensively
studied by many authors (cf. [13, 14, 24, 25, 11, 6, 41]).

Another example is the so-called symmetrized polydisc Gn, which is also a bounded pseudo-
convex domain without Lipschitz boundary (cf. Proposition 5.3 in [8]). Various analytic and
geometric properties on the symmetrized bidisc have been studied extensively (cf. [2, 3, 1, 26] and
reference therein). Since Gn has a nice Stein neighborhood basis, by the well-known results in [23],
Chakrabarti-Gorai showed that the ∂̄ problem on Gn is globally regular [8]. However, it seems
that the Sobolev estimates of the canonical solution of ∂̄ is still missing. On the other hand, the
Lp regularity of the Bergman projection on Gn or more general quotient domains is obtained in
[16, 15].
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Chakrabarti-Shaw pointed out in [10] that it will be interesting to have a general technique to
deal with the Sobolev regularity of the ∂̄-problem on singular domains such as H1,1. This is the
main motivation of this paper. One obvious feature of these two aforementioned domains is that
they can be viewed as quotients of the ”polydisc” type domains. Nevertheless, the singularities
of these two domains are quite different. On the Hartogs triangle, the singularity somehow can
be considered as ”product type”: the Jacobian of the quotient map can separate variables; on the
symmetrized polydisc, the singularity is somehow of ”mixture type”: the Jacobian of the quotient
map does not separate variables. However, they both can be treated using the idea of the quotient
maps. Since there have been intensive recent studies on the integral representation on the product
of planar domains and Lp-Sobolev estimates of ∂̄ have been obtained (cf. [17, 18, 27, 31, 22]), it
is natural to wonder if the Lp-Sobolev estimates of ∂̄ on product domains can be transformed to
that of the quotient domains. More precisely, one may ask if the weighted Sobolev estimates of ∂̄
on H1,1 obtained by Chakrabarti-Shaw can be extended to general quotient domains.

In fact, the idea to handle the quotient domains is simple. Assume ψ : Ω1 → Ω2 is a quotient
map. Given any ∂̄-closed (0, 1)-form on Ω2, we pull it back to get a ∂̄-closed (0, 1)-form on Ω1, solve
the ∂̄ equation on Ω1, and then push forward the solution to get the solution of the ∂̄ equation on
Ω2. However, in order to realize this idea, we need to deal with several difficulties: the weighted
Sobolev estimates of ∂̄ on Ω1, and also the weighted Sobolev estimates of the Bergman projection
on Ω2 if we wish to estimate the canonical solutions. Fortunately, these difficulties can be overcome
if the weight function is in a type of a refined Muckenhoupt’s class A∗p (see Definition 2.4). As one
immediately sees, the method heavily relies on the recent important development on the integral
representation on the product of planar domains for ∂̄ (cf. [17, 18, 27]). Now we are ready to state
our main theorem.

Theorem 1.1. Let n ≥ 2 and Ω ⊂ Cn be a bounded domain covered regularly by the polydisc. Let
µ := | det JC(ψ)|2 and δ = 1

mψ∗µ, where m is the degree of ψ. Assume µ ∈ A∗p, p > 1. For any

∂̄-closed (0, 1)-form g ∈W k,p
(0,1)(Ω) on Ω with k ≥ n− 1, there exists a solution v ∈W k−n+1,p(Ω, δl)

of ∂̄v = g with l = max
{

0, (2k−2n+1)p
2

}
such that it satisfies

‖v‖Wk−n+1,p(Ω, δl) . ‖g‖Wk,p
(0,1)

(Ω)
.

Furthermore, the canonical solution u of ∂̄u = g is in W k−n+1,p
(

Ω, δ
3(k−n+1)p

2

)
and satisfies

‖u‖
Wk−n+1,p

(
Ω, δ

3(k−n+1)p
2

) . ‖g‖
Wk,p

(0,1)
(Ω)
.

We note that the method in this paper can be applied to the quotient of product of general
planar domains. However, for the simplicity of the presentation, we restrict ourselves only to
the case of bounded domains covered regularly by the polydisc as introduced in section 5. In
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particular, the main theorem applies to the Hartogs triangle and the symmetrized polydisc to give
the following weighted estimates to ∂̄ in Section 6.

Corollary 1.2. Let p > 2 and δ = |z2|2. For any g ∈ W k,p
(0,1)(H1,1) be a ∂̄-closed (0, 1)-form on

H1,1 with k ≥ 1, the canonical solution u of ∂̄u = g is in W k−1,p
(
H1,1, δ

3(k−1)p
2

)
and satisfies

‖u‖
Wk−1,p

(
H1,1, δ

3(k−1)p
2

) . ‖g‖
Wk,p

(0,1)
(H1,1)

.

Corollary 1.3. Let p > n and δ = 1
n!ψ∗

(∏
j<k |wj − wk|2

)
. For any g ∈W k,p

(0,1)(G
n) be a ∂̄-closed

(0, 1)-form on Gn with k ≥ n−1, the canonical solution u of ∂̄u = g is in W k−n+1,p
(
Gn, δ

3(k−n+1)p
2

)
and satisfies

‖u‖
Wk−n+1,p

(
Gn, δ

3(k−n+1)p
2

) . ‖g‖
Wk,p

(0,1)
(Gn)

.

The paper is organized as follows. In section 2, notations for function and weight spaces spaces
are defined. In Section 3, we establish the weighted Sobolev estimates of ∂̄ on planar domains.
The estimates for product domains are obtained in Section 4. In Section 5, after defining domains
covered regularly by polydiscs, we prove the weighted Sobolev estimates for the Bergman projection
operator. This along with the estimates of the pullback and pushforward operators completes the
proof of Theorem 1.1. Examples and applications of the main theorem are discussed in Section 6.

Acknowledgement: Part of the work was done when the first author was visiting BICMR
in Spring 2022. He thanks the center for providing him the wonderful research environment. He
would also like to thank Xinyi Yuan and Zheng Zhu for helpful discussions.

2 Notations and preliminaries

1. Weighted Sobolev spaces.

Let Ω be a bounded domain in Cn. Given a weight µ : Ω→ [0,∞), a function f on Ω is said
to be in Lp(Ω, µ), 1 ≤ p <∞, if its weighted Lp norm

‖f‖Lp(Ω,µ) :=

(∫
Ω
|f(z)|pµ(z)dV (z)

) 1
p

<∞.

Here dV (z) is the standard Lebesgue measure with respect to the dummy variable z ∈ Ω.
Given k ∈ Z+, the weighted Sobolev spaces W k,p(Ω, µ) is the collection of functions whose
weak derivatives up to order k exist and belong to Lp(Ω, µ). For f ∈ W k,p(Ω, µ), denoting
Djf all j-th order (weak) derivatives of f , the norm is

‖f‖Wk,p(Ω,µ) :=
k∑
j=0

‖Djf‖Lp(Ω,µ).
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When µ ≡ 1, Lp(Ω, µ) and W k,p(Ω, µ) reduce to the standard Lp(Ω) and W k,p(Ω) spaces,
respectively.

Furthermore, we say a smooth (0, 1)-form f =
∑n

j=1 fjdz̄
j on Ω is in W k,p(Ω, µ) if all the

coefficients fj (1 ≤ j ≤ n) are in W k,p(Ω, µ).

2. Ap and A∗p weights.

We will be focusing on weights in the following Muckenhoupt’s class.

Definition 2.1. A weight µ : RN → [0,∞) is said to be in Ap, the Muckenhoupt’s class, if
its Ap constant

Ap(µ) := sup

(
1

|B|

∫
B
µ(z)dV (z)

)(
1

|B|

∫
B
µ(z)

1
1−pdV (z)

)p−1

<∞, (1)

where the supremum is taken over all balls B ⊂ RN , and |B| is the Lebesgue measure of B.

Remark 2.2. One can similarly define Ap spaces restricted on a domain Ω ⊂ RN . In fact,
µ : Ω→ [0,∞) is said to be in Ap,Ω, if

sup

(
1

|B|

∫
B∩Ω

µ(z)dV (z)

)(
1

|B|

∫
B∩Ω

µ(z)
1

1−pdV (z)

)p−1

<∞,

where the supremum is taken over all balls B ⊂ RN . According to an unpublished result of
Wolff (see also [28, pp. 439], [32] etc), if there exists ε > 0 such that µ1+ε ∈ Ap,Ω, then µ has
an extension µ̃ ∈ Ap. Due to this extension result, for a weight µ originally defined on Ω, we
say µ ∈ Ap if it has an extension µ̃ on RN such that µ̃ ∈ Ap.

It is not hard to see that Aq ⊂ Ap if 1 ≤ q < p. More properties of the Muckenhoupt’s classes
can be found in [38, Chapter V]. In particular, Ap spaces satisfy an open-end property: if
µ ∈ Ap for some p > 1, then µ ∈ Ap̃ for some p̃ < p. We will also need the following
well-known fact for our examples later on.

Example 2.3. Measures of the form µ = |x−c|a ∈ Ap in RN if and only if−N < a < N(p−1),
with the Ap constant independent of c ∈ RN .

In order to obtain the weighted Sobolev estimates for ∂̄ on product domains, we impose
additional condition on the weights such that their restriction to almost every 1-dimensional
coordinate slice is Ap with a uniform Ap constant. More precisely, For any z ∈ Cn, denote by
ẑj the point in Cn−1 with the j-th component of z skipped. Namely, if z = (z1, · · · , zn) ∈ Cn,
then ẑj = (z1, · · · , zj−1, zj+1, · · · , zn) ∈ Cn−1. We have
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Definition 2.4. A weight µ : Cn → [0,∞) is said to be in A∗p if

A∗p(µ) := sup

(
1

|B|

∫
B
µ(z)dV (zj)

)(
1

|B|

∫
B
µ(z)

1
1−pdV (zj)

)p−1

<∞,

where the supremum is taken over almost every ẑj ∈ Cn−1, j = 1, . . . , n, and all discs B ⊂ C.

When n = 1, A∗p is reduced to Ap. When n ≥ 2, µ ∈ A∗p if and only if the δ-dilation
µδ(z) := µ(δ1z1, . . . , δnzn) ∈ Ap with a uniform Ap constant for all δ = (δ1, . . . , δn) ∈ (R+)n.
See, for instance, [28, pp. 454]. In particular, A∗p ⊂ Ap.

3. Uniform domains.

Definition 2.5. Given ε > 0, δ > 0, a domain Ω ⊂ Cn is said to be an (ε, δ) domain if
whenever z, z′ ∈ Ω and |z − z′| < δ, there exists a rectifiable γ ⊂ Ω joining z to z′ such that

l(γ) ≤ 1

ε
|z − z′|, dist(ξ,Ω) ≥ ε|z − ξ||z′ − ξ|

|z − z′|
, (2)

for all ξ ∈ γ, where l(γ) is the arc length of γ. When δ =∞, Ω is called a uniform domain.

Roughly speaking, the first inequality in (2) says that Ω is locally connected in some quanti-
tative manner; the second inequality says that there exists a ”tube” in Ω containing γ such
that the ratio of the width of the tube at ξ ∈ γ with min{|z−ξ|, |z′−ξ|} is bounded uniformly
from below. It is well-known that Lipschitz domains and products of uniform domains are
uniform domains. When Ω is uniform, it was also shown in [20, Theorem 1.1] that any
function in W k,p(Ω, µ) extends to a function in W k,p(Cn, µ) provided that µ ∈ Ap, p > 1. In
section 5, we will assume the domains under consideration are uniform domains.

Throughout the paper, we say that two quantities a and b satisfy a . b, if there exists a constant
C > 0 dependent only possibly on k, p,Ω and the Ap (or A∗p, according to the context) constant
of µ such that a ≤ Cb. We say a ≈ b if and only if a . b and b . a at the same time. Z+ is the
positive integer set and Z+ ∪ {0} is the nonnegative integer set.

3 Solving ∂̄ with weighted Sobolev estimates on planar domains

Throughout the section, D ⊂ C is a bounded domain with sufficiently smooth boundary. Define
for f ∈ Lp(D), p > 1,

Tf(z) =
−1

π

∫
D

f(ζ)

ζ − z
dV (ζ), Hf(z) = p.v.

−1

π

∫
D

f(ζ)

(ζ − z)2
dV (ζ).
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It is known that

∂̄(Tf) = f, ∂(Tf) = Hf (3)

weakly on D. See for instance [40] etc. The goal of the section is to prove the W k,p(D,µ) estimates
for the solution operator T to the ∂̄ equation on D, k ∈ Z+ ∪ {0}, µ ∈ Ap, p > 1.

3.1 Weighted Lp estimates for the Cauchy integral

In this subsection, we prove the boundedness of T and H in weighted spaces Lp(D,µ) with µ ∈
Ap, p > 1. The boundedness of the Hilbert transform

H̃f(z) := p.v.
1

π

∫
C

f(ζ)

(ζ − z)2
dV (ζ)

is a classical result in harmonic analysis. For the operator T , in particular for the case p < 2, the
boundedness in Lp(D,µ) can be derived from the classical result of Muckenhoupt and Wheeden [34]
on Riesz potentials. In general, we provide a self-contained proof below by modifying a standard
approach for the estimates of the non-weighted fractional integrals. See also [29].

Proposition 3.1. Assume µ ∈ Ap, p > 1. Then T and H are bounded operators between Lp(D,µ).
More precisely,

‖Tf‖Lp(D,µ) . ‖f‖Lp(D,µ); (4)

‖Hf‖Lp(D,µ) . ‖f‖Lp(D,µ).

for all f ∈ Lp(D,µ).

Proof. By the singluar operator theory (see [38] pp. 205 for instance), H̃ is bounded from Lp(C, µ)
into itself. Given f ∈ Lp(D,µ), extend f to be in Lp(C, µ) trivially by letting f = 0 on C \ D,
denoted by f̃ . Then Hf = H̃f̃ on D and

‖Hf‖Lp(D,µ) ≤ ‖H̃f̃‖Lp(C,µ) . ‖f̃‖Lp(C,µ) = ‖f‖Lp(D,µ).

For the weighted boundedness of T , first by extending f to be zero outside D if necessary, we
assume that D is a disc. Consider

T+f(z) :=

∫
D

f(ζ)

|ζ − z|
dV (ζ), z ∈ D.

We shall show that for any f ∈ Lp(D,µ),

‖T+f‖Lp(D,µ) . ‖f‖Lp(D,µ). (5)

From this (4) follows immediately.
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For each z ∈ C with δ > 0 to be chosen later, write

T+f(z) =

(∫
|ζ−z|<δ,ζ∈D

+

∫
|ζ−z|>δ,ζ∈D

)
f(ζ)

|ζ − z|
dV (ζ) =: I + II.

Denote by Mf the Hardy-Littlewood maximal function of f . For I,

I =

∞∑
k=1

∫
δ

2k
<|ζ−z|< δ

2k−1

f(ζ)

|ζ − z|
dV (ζ) ≤

∞∑
k=1

2k

δ

∫
|ζ−z|< δ

2k−1

f(ζ)dV (ζ)

=
∞∑
k=1

2k

δ

∣∣∣D δ

2k−1

∣∣∣
 1∣∣∣D δ

2k−1

∣∣∣
∫
|ζ−z|< δ

2k−1

f(ζ)dV (ζ)


≤
∞∑
k=1

2−k+2πδMf(z) ≈ δMf(z).

To estimate II, first note that since µ ∈ Ap. By open-end property there exists p
2 < p̃ < p such

that µ ∈ Ap̃. By Hölder inequality,

II ≤

(∫
|ζ−z|>δ,ζ∈D

|f(ζ)|pµ(ζ)dV (ζ)

) 1
p
(∫
|ζ−z|>δ,ζ∈D

|ζ − z|
p

1−pµ(ζ)
1

1−pdV (ζ)

) p−1
p

.‖f‖Lp(D,µ)

(∫
|ζ−z|>δ,ζ∈D

|ζ − z|
p
p̃−pdV (ζ)

) p−p̃
p (∫

D
µ(ζ)

1
1−p̃dV (ζ)

) p̃−1
p

.‖f‖Lp(D,µ)

(∫ ∞
δ

s
p̃
p̃−pds

) p−p̃
p
(∫

D
µ(ζ)

1
1−p̃dV (ζ)

) p̃−1
p

=
p− p̃
2p̃− p

δ
1− 2p̃

p ‖f‖Lp(D,µ)

(∫
D
µ(ζ)

1
1−p̃dV (ζ)

) p̃−1
p

.

Thus we have

T+f(z) . δMf(z) + δ
1− 2p̃

p ‖f‖Lp(D,µ)

(∫
D
µ(ζ)

1
1−p̃dV (ζ)

) p̃−1
p

.

After choosing δ =

‖f‖Lp(D,µ)
(∫

D µ(ζ)
1

1−p̃ dV (ζ)

) p̃−1
p

Mf


p
2p̃

in the above, we further get

T+f(z) . ‖f‖
p
2p̃

Lp(D,µ)

(∫
D
µ(ζ)

1
1−p̃dV (ζ)

) p̃−1
2p̃

Mf(z)
2p̃−p
2p̃ .
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Then

‖T+f‖
L

2pp̃
2p̃−p (D,µ)

.‖f‖
p
2p̃

Lp(D,µ)

(∫
D
µ(ζ)

1
1−p̃dV (ζ)

) p̃−1
2p̃

‖Mf‖
2p̃−p
2p̃

Lp(C,µ)

.‖f‖
p
2p̃

Lp(D,µ)

(∫
D
µ(ζ)

1
1−p̃dV (ζ)

) p̃−1
2p̃

‖f‖
2p̃−p
2p̃

Lp(C,µ)

=‖f‖Lp(D,µ)

(∫
D
µ(ζ)

1
1−p̃dV (ζ)

) p̃−1
2p̃

.

Here we used the boundedness of the maximal function operator in Lp(C, µ) with µ ∈ Ap in the
second inequality. Finally, by Hölder inequality,

‖T+f‖p
Lp(D,µ)

≤‖T+f‖p
L

2pp̃
2p̃−p (D,µ)

(∫
D
µ(ζ)dV (ζ)

) p
2p̃

.‖f‖pLp(D,µ)

(∫
D
µ(ζ)dV (ζ)

) p
2p̃
(∫

D
µ(ζ)

1
1−p̃dV (ζ)

) (p̃−1)p
2p̃

=|D|
p
2

((
1

|D|

∫
D
µ(ζ)dV (ζ)

)(
1

|D|

∫
D
µ(ζ)

1
1−p̃dV (ζ)

)p̃−1
) p

2p̃

‖f‖pLp(D,µ).

(5) is thus proved due to the fact that µ ∈ Ap̃.

The µ ∈ Ap assumption in Proposition 3.1 is known to be necessary for the boundedness of
H in Lp(∆, µ). We remark that this assumption can not be dropped for the boundedness of T
in Lp(∆, µ), either. In fact, the following example shows that T in general does not even send
Lp(∆, µ) into itself if µ /∈ Ap. This is in strong contrast to the smoothing property of T in the
trivial µ ≡ 1 case.

Example 3.2. Let µ = |z|2 and f(z) = − 1
|z|2 ln |z| on ∆. Then µ /∈ A2 and f ∈ L2(∆, |z|2).

However, Tf /∈ L2(∆, |z|2).

Proof. A direct computation shows that∫
∆
|f(z)|2|z|2dV (z) ≈

∫ 1

0

1

r| ln r|2
dr <∞.

Namely, f ∈ L2(∆, |z|2). Consequently, zf ∈ L2(∆), and T (zf) ∈ L2(∆) by standard complex
analysis theory. Assume by contradiction that Tf ∈ L2(∆, |z|2). Then zTf ∈ L2(∆). In particular,
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zTf(z)−T (zf)(z) ∈ L2(∆). However, this would contradict with the following fact that for almost
all z ∈ ∆,

zTf(z)− T (zf)(z) ≡ − 1

π

∫
∆
f(z)dV (z) ≈

∫ 1

0

1

r| ln r|
dr =∞.

3.2 Weighted Sobolev estimates for the Cauchy integral

In this subsection, we investigate the weighted Sobolev estimate for T and H in W k,p(D,µ), k ∈
Z+, p > 1. When µ ≡ 1, the boundedness of H in W k,p(D) is due to a technical result of Prats
[36]. For general weights, we will make use of the following relation between T and H:

Theorem 3.3. [40] For f ∈W 1,p(D), p > 1, the following formula holds weakly in D:

∂Tf(= Hf) = T

(
∂f

∂ζ

)
− 1

2πi

∫
∂D

f(ζ)dζ̄

ζ − ·
. (6)

Proof. When f ∈ C1,α(D), 0 < α < 1, the formula was proved in [40, pp. 60-61] pointwisely. In
particular, if f ∈ C∞0 (D),

∂Tf = T∂f. (7)

We will verify (6) if f ∈ W 1,p(D). Note that by trace theorem W 1,p(D) ↪→ Lp(∂D), the last
integral in (6) is well defined.

For any testing function φ ∈ C∞0 (D),

〈∂Tf, φ〉 = −〈Tf, ∂̄φ〉 =

∫
D
f(ζ)T (∂φ̄)(ζ)dV (ζ). (8)

On the other hand, denote the right hand side of (6) by Rf . We then have

〈Rf, φ〉 =
−1

π

∫
D
φ(z)

∫
D

∂ζf(ζ)

ζ − z
dV (ζ)dV (z)− 1

2πi

∫
D
φ(z)

∫
∂D

f(ζ)

ζ − z
dζ̄dV (z)

=
−1

π

∫
D
∂ζf(ζ)

∫
D

φ(z)

ζ − z
dV (z)dV (ζ)− 1

2πi

∫
∂D

f(ζ)

∫
D

φ(z)

ζ − z
dV (z)dζ̄

=−
∫
D
∂ζf(ζ)T φ̄(ζ)dV (ζ)− 1

2i

∫
∂D

f(ζ)T φ̄(ζ)dζ̄.

Thus

〈Rf, φ〉 =

∫
D
f(ζ)∂ζT φ̄(ζ)dV (ζ) =

∫
D
f(ζ)T (∂φ̄)(ζ)dV (ζ), (9)

where we used Stokes’ theorem in the first equality since fT φ̄ ∈ W 1,1(D), and used (7) in the
second equality. The proof of the theorem is complete in view of (8) and (9).
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For each k ∈ Z+, the operator

Jkf :=
1

2πi

∫
∂D

f(ζ)dζ̄

(ζ − ·)k

is well defined for f ∈ W 1,p(D), with Jkf ∈ C∞(D). As an immediate consequence of the above
theorem and (3), one further has following recursive formula for higher derivatives of H.

Corollary 3.4. For f ∈W 1,p(D), p > 1, we have for all k ∈ Z+, the following holds weakly on D:

∂kTf = ∂k−1T

(
∂f

∂ζ

)
− Jkf.

Before estimating the higher derivatives of T , we first observe the following inductive formula
for Jkf if in addition f ∈W k,p(D).

Lemma 3.5. Let f ∈W k,p(D), k ∈ Z+, p > 1. Then

Jkf = J1f̃ ,

where f̃ =
∑k−1

j=0 cjf
(j) for some functions cj ∈ C∞(D̄) dependent only on D.

Proof. Let ζ be a parameterization of ∂D in terms of the arc length s with the total length s0. So
ζ ′(s) =

(
ζ̄ ′(s)

)−1
. A direct integration-by-parts computation gives

(k − 1)

∫
∂D

f(ζ)dζ̄

(ζ − z)k
=

∫ s0

0
∂z

(
1

(ζ(s)− z)k−1

)
f(ζ(s))ζ̄ ′(s)ds

= −
∫ s0

0
∂s

(
1

(ζ(s)− z)k−1

)
f(ζ(s))ζ̄ ′(s)

ζ ′(s)
ds

=

∫ s0

0

1

(ζ(s)− z)k−1
∂s(f(ζ(s))ζ̄ ′2(s))ds

=

∫ s0

0

1

(ζ(s)− z)k−1
(f ′(ζ(s))ζ̄ ′(s) + 2f(ζ(s))ζ̄ ′(s)ζ̄ ′′(s))ds

=

∫
∂D

f ′(ζ) + 2ζ̄ ′′(s)f(ζ)

(ζ − z)k−1
dζ̄ =:

∫
∂D

f̃(ζ)

(ζ − z)k−1
dζ̄

where f̃ = f ′ + 2ζ̄ ′′(s)f . The remaining part of the lemma follows by induction.

We next extend Jk to be an operator defined on the weighted Sobolev spaces W 1,p(D,µ) with
µ ∈ Ap. In fact, let p̃ < p be such that µ ∈ Ap̃. Then q := p/p̃ > 1. For any function f ∈ Lp(D,µ),
by Hölder inequality∫

D
|f |qdA =

∫
D
|f |qµ

1
p̃µ
− 1
p̃dA ≤ ‖f‖Lp(D,µ)

(∫
D
µ

1
1−p̃dA

) p̃−1
p̃

. ‖f‖Lp(D,µ).
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Thus Lp(D,µ) ↪→ Lq(D), and further W 1,p(D,µ) ↪→ W 1,q(D) if µ ∈ Ap. Consequently, Theorem
3.3, Corollary 3.4 as well as Lemma 3.5 passes onto W 1,p(D,µ) seamlessly. In particular, Jk satisfies
the following estimate on W k,p(D,µ).

Proposition 3.6. Given µ ∈ Ap, p > 1. For each k ∈ Z+, Jk is well defined on W 1,p(D,µ).
Moreover, if f ∈W k,p(D,µ), then

‖Jkf‖Lp(D,µ) . ‖f‖Wk,p(D,µ).

Proof. If f ∈W 1,p(D,µ), J1f = T (∂f∂z )−Hf by Theorem 3.3. Hence

‖J1f‖Lp(D,µ) ≤
∥∥∥∥T (∂f∂z

)∥∥∥∥
Lp(D,µ)

+ ‖Hf‖Lp(D,µ) . ‖f‖W 1,p(D,µ).

When k ≥ 2, one makes use of the induction formula in Lemma 3.5 to reduce Jkf to J1f̃ , for some
f̃ ∈W 1,p(D,µ) as defined there. The proof is complete.

We are ready to prove the following wighted Sobolev estimates of T and H.

Theorem 3.7. Let µ ∈ Ap, p > 1. For each k ∈ Z+ ∪ {0},

‖Tf‖Wk,p(D,µ) . ‖f‖Wk,p(D,µ)

for all f ∈W k,p(D,µ); and for each k ∈ Z+,

‖Hf‖Wk,p(D,µ) . ‖f‖Wk+1,p(D,µ)

for all f ∈W k+1,p(D,µ).

Proof. It suffices to show the inequality for T by (3). k = 0 case is a consequence of Proposition
3.1. When k ≥ 1, let Dγ = ∂l∂̄j with l + j = k. If j ≥ 1, then DγTf = ∂l∂̄j−1f and thus
‖DγTf‖Lp(D,µ) . ‖f‖Wk−1,p(D,µ). Otherwise, we have DγTf = ∂kTf . Its estimate then follows
from Corollary 3.4 and Proposition 3.6 by induction on k.

4 Weighted Sobolev estimates for ∂̄ on product domains

Let Ω = D1× · · ·×Dn ⊂ Cn be a Cartesian product of planar domains Dj with smooth boundary.
The ∂̄ problem and the corresponding regularity have been investigated since the seminal work of
Nijenhuis and Woolf [35]. See also [30, 9, 17, 18, 27, 31, 22] and the references therein.

11



For each j = 1, . . . , n and f ∈ L1(Ω), let

Tjf(z) := − 1

2πi

∫
Dj

f(z1, . . . , zj−1, ζj , zj+1, . . . , zn)

ζj − zj
dζ̄j ∧ dζj .

Following Chen-McNeal [18] and Fassina-Pan [27], given a ∂̄-closed (0, 1) form f with Wn−1,1

coefficients on Ω, we define

Tf :=
n∑
s=1

(−1)s−1
∑

1≤i1<···<is≤n
Ti1 · · ·Tis

(
∂s−1fis

∂z̄i1 · · · ∂z̄is−1

)
. (10)

Then T solves ∂̄u = f weakly on Ω. The following theorem extends the estimate of T to weighted
Sobolev spaces, provided that µ ∈ A∗p. Recall the definition for A∗p in Definition 2.4.

Theorem 4.1. Assume µ ∈ A∗p, p > 1 and an integer k ≥ n − 1. Then T defined in (10) is a

bounded operator from W k,p(Ω, µ) into W k−n+1,p(Ω, µ). Namely,

‖Tf‖Wk−n+1,p(Ω,µ) . ‖f‖Wk,p(Ω,µ)

for all f ∈W k,p(Ω, µ).

Proof. We first show Tj is bounded from W k,p(Ω, µ) into W k,p(Ω, µ), j = 1, . . . , n.

‖Tjf‖Wk,p(Ω,µ) . ‖f‖Wk,p(Ω,µ) (11)

for f ∈ W k,p(Ω, µ). Indeed, for j = 1, write Ω′ = D2 × · · · × Dn. Given any n-tuple α =
(α1, · · · , αn) := (α1, α

′) with |α| = k, and f ∈ W k,p(Ω, µ), we have DαT1f = Dα1
z1 T1f̃ with

f̃ := Dα′
z′ f ∈ Wα1,p(Ω, µ). For almost all fixed z′ ∈ Ω′, note that f̃(·, z′) ∈ Wα1,p(D1, µ(·, z′)), and

µ(·, z′) ∈ Ap. By Theorem 3.7, DαT1f(·, z′) ∈ Lp(D1, µ(·, z′)) and∫
D1

|DαT1f(z)|pµ(z)dV (z1) .
∑

0≤k≤α1

∫
D1

|Dk
z1 f̃(z)|pµ(z)dV (z1).

Thus ∫
Ω
|DαT1f(z)|pµ(z)dV (z) =

∫
Ω′

∫
D1

|Dα1T1f̃(z)|pµ(z)dV (z1)dV (z′) . ‖f‖p
Wk,p(Ω,µ)

.

So (11) is proved for j = 1. The rest of the cases for (11) are proved similarly.
For any f ∈ W k,p(Ω, µ), and for 1 ≤ i1 < · · · < is ≤ n, s ≤ n, we apply (11) inductively to

obtain∥∥∥∥Ti1 · · ·Tis ( ∂s−1fis
∂z̄i1 · · · ∂z̄is−1

)∥∥∥∥
Wk−n+1,p(Ω,µ)

.

∥∥∥∥ ∂s−1fis
∂z̄i1 · · · ∂z̄is−1

∥∥∥∥
Wk−n+1,p(Ω,µ)

. ‖f‖Wk,p(Ω,µ).

Finally, the theorem follows from (10) and the above inequality.
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5 ∂̄ equation on bounded domains covered by the polydisc

5.1 Bounded domains covered regularly by the polydisc

Let Ω ⊂ Cn be a bounded domain such that there exists a surjective proper holomorphic map
ψ : (∆n)∗ → Ω, where (∆n)∗ is a domain obtained from ∆n minus an analytic subvariety. It
follows from the Remmert proper mapping theorem that ψ is a ramified covering of order m. More
precisely, letting S be the analytic subset in (∆n)∗ where ψ is ramified, then ψ : (∆n)∗ \S → Ω \ S̃
is a regular covering of order m, where S̃ = ψ(S). We are interested in solving ∂̄ in the following
class of domains.

Definition 5.1. A bounded domain Ω ⊂ Cn is called a domain covered regularly by the polydisc
if there exists a surjective proper holomorphic map ψ : (∆n)∗ → Ω such that the pair {(∆n)∗ , ψ}
satisfies the following assumptions:

• (∆n)∗ is a uniform domain.

• ψ extends smoothly to ∆n.

• ψ is a Galois covering. Namely there exists a group G of order m with ((∆n)∗ \ S) /G =
ψ ((∆n)∗ \ S) such that ψ|(∆n)∗\S is G-invariant.

• the action of G on (∆n)∗ \ S extends smoothly to ∆n. Namely, for any σ ∈ G, there exists a
smooth map σ̂ : ∆n → ∆n such that σ̂|(∆n)∗\S = σ.

• for any σ ∈ G, det JC(σ) extends to a non-vanishing smooth function on ∆n. Consequently,

| det JC(σ)|2 ≈ 1.

In the following context, we will not distinguish σ̂ from σ. We also denote the local inverse
maps of ψ by φ1, · · · , φm in the sense that

• ψ ◦ φj(z) = z for all z ∈ Ω;

• for every w ∈ (∆n)∗ \ S and 1 ≤ j ≤ m, there exists σ ∈ G, such that φj ◦ ψ(w) = σ(w).

As a consequence, for any w ∈ (∆n)∗ \ S and each j, there exists some σ ∈ G, such that

det JC(φj)(ψ(w)) · det JC(ψ)(σ(w)) = 1. (12)

Moreover, for the fixed w, when j runs from 1 to m, σ exactly realizes all elements in G. Let
µ = |det JC(ψ)|2. Define δ = 1

mψ∗µ, the average of the push-forward of µ in the sense of the
distribution.
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Lemma 5.2. For any u ∈ L1
loc((∆

n)∗), ψ∗u =
∑m

i=1 φ
∗
iu almost everywhere on Ω. In particular,

ψ∗ψ
∗v = mv almost everywhere on Ω, for any v ∈ L1

loc(Ω).

Proof. For any z ∈ Ω \ S̃, let U be a open neighborhood of z such that φk : U → (∆n)∗ is a
biholomorphism to the image for every 1 ≤ k ≤ m . Assume that χ is a smooth (n, n)-form with
compact support and the support is contained in U . Therefore,∫

U
(ψ∗u)χ =

∫
Ω

(ψ∗u)χ =

∫
(∆n)∗

u (ψ∗χ) =
m∑
k=1

∫
φk(U)

u (ψ∗χ) =
m∑
k=1

∫
U
u(φk(z))χ.

The lemma thus follows as χ is arbitrary.

By Lemma 5.2, δ = 1
m

∑m
i=1 |det JC(ψ)|2◦φi almost everywhere on Ω. Note that ψ(η) = ψ(σ(η))

yields
det JC(ψ)(η) = det JC(ψ)(σ(η)) · det JC(σ)(η). (13)

It follows from the assumption that for i, j = 1, . . . ,m,

| det JC(ψ)|2 ◦ φj ≈ |det JC(ψ)|2 ◦ φi

holds almost everywhere on Ω. Therefore, for all j = 1, . . . ,m,

| det JC(ψ)|2 ◦ φj ≈ δ. (14)

5.2 Bergman projection with Sobolev estimates

We will use w, η for the Euclidean coordinates on (∆n)∗, and z, ξ for those on Ω. We further use

Dα
w,w̄ and Dβ

z,z̄ to represent the derivatives with multi-index α, β on (∆n)∗ and Ω, respectively. For

simplicity of exposition, we assume that ψ extends smoothly to a open neighborhood of ∆n.
To study the Bergman projection, we make use of an expression of the Bergman kernel of Ω

obtained from the Bergman transformation formula of Bell [5].

Lemma 5.3. Let B∆n and BΩ be the Bergman kernel functions on ∆n and Ω, respectively. Then
for w, η ∈ (∆n)∗,∑

σ∈G
B∆n(w, σ(η)) ·

(
det JC(ψ)(σ(η))

)−1
= det JC(ψ)(w) ·BΩ(ψ(w), ψ(η))

Proof. Recalling the Bergman kernel transformation formula by Bell [5], we have for ξ ∈ Ω, w ∈
(∆n)∗,

m∑
k=1

B(∆n)∗(w, φk(ξ)) · det JC(φk)(ξ) = det JC(ψ)(w) ·BΩ(ψ(w), ξ).
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Note that B(∆n)∗ = B∆n . Replacing ξ by ψ(η), and by (12) and the succeeding explanation, we
have

det JC(ψ)(w) ·BΩ(ψ(w), ψ(η)) =
m∑
k=1

B∆n(w, φk(ψ(η))) · det JC(φk)(ψ(η))

=
∑
σ∈G

B∆n(w, σ(η)) ·
(

det JC(ψ)(σ(η))
)−1

.

Denote by BΩ and B∆n the Bergman projection operator on Ω and ∆n, respectively. Recall
that B∆n = B∆ ◦ · · · ◦ B∆, where the j-th element in the composition is the Bergman projection
operator on the j-th portion of ∆n. When n = 1,

B∆f(z) =
1

π2

∫
∆

f(w)

(1− zw̄)2
dV (w), f ∈ L2(∆).

We also define

B+
∆f(z) =

1

π2

∫
∆

f(w)

|1− zw̄|2
dV (w).

When n ≥ 1, similarly define B+
∆n := B+

∆ ◦ · · · ◦ B
+
∆.

The following theorem generalizes Theorem 1.1 in [15] to bounded domains in Cn covered
regularly by the polydisc. The key idea of the proof is the holomorphic integration by parts in [7].

Theorem 5.4. Assume B+
∆n : Lp(∆n, µ) → Lp(∆n, µ) is bounded, p > 1. Then for each k ∈

Z+ ∪ {0},
‖ψ∗BΩ(ψ∗f)‖

Wk,p

(
∆n, µ

(k+1)p+2
2

) . ‖f‖Wk,p(∆n, µ)

for all f ∈W k,p(∆n, µ). If in addition p ≥ 2, then

‖ψ∗BΩ(ψ∗f)‖
Wk,p

(
∆n, µ

(k+1)p
2

) . ‖f‖Wk,p(∆n, µ).

Proof. Noting ψ∗ψ∗f(w) =
∑

τ∈G f(τ(w)), we have by Lemma 5.3,

ψ∗BΩ (ψ∗f) (w) =

∫
Ω
BΩ(ψ(w), ξ) (ψ∗f) (ξ)dV(ξ)

=
∑
τ∈G

∫
∆n

BΩ(ψ(w), ψ(η))f(τ(η))µ(η)dV(η)

= (det JC(ψ)(w))−1
∑
σ,τ∈G

∫
∆n

B∆n(w, σ(η))
(

det JC(ψ)(σ(η))
)−1

f(τ(η))µ(η)dV(η).
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We first treat the derivative terms. For 0 < |α| ≤ k, since
∣∣∣Dα

w

(
(det JC(ψ)(w))−1

)∣∣∣ .

µ−
(k+1)

2 (w) and µ . 1, we have∫
∆n

|Dα
wψ
∗BΩ (ψ∗f) |p(w)µ

(k+1)p+2
2 (w)dV(w)

.
∑
|β|≤k

∑
σ,τ∈G

∫
∆n

∣∣∣∣Dβ
w

(
(det JC(ψ)(w))−1

∫
∆n

B∆n(w, σ(η))
(

det JC(ψ)(σ(η))
)−1

f(τ(η))µ(η)dV(η)

)∣∣∣∣p
· µ

(k+1)p+2
2 (w)dV(w)

.
∑
|β|≤k

∑
σ,τ∈G

∫
∆n

∣∣∣∣Dβ
w

(∫
∆n

B∆n(w, σ(η))
(

det JC(ψ)(σ(η))
)−1

f(τ(η))µ(η)dV(η)

)∣∣∣∣p (w)µ(w)dV(w).

On the other hand, it follows from (13) that(
det JC(ψ)(σ(η))

)−1
µ(η) = det JC(ψ)(σ(η))|det JC(σ)(η)|2.

Noting the right hand side is a non-vanishing smooth function on ∆n by the fact that Ω is covered
regularly by the polydisc, we may write(

det JC(ψ)(σ(η))
)−1

µ(η)dV(η) =: g(σ(η))dV(σ(η)),

for some smooth function g(σ(η)) on ∆n. By the change of variables, it follows that∫
∆n

B∆n(w, σ(η))
(

det JC(ψ)(σ(η))
)−1

f(τ(η))µ(η)dV(η)

=

∫
∆n

B∆n(w, σ(η))f(τ(σ−1(σ(η))))g(σ(η))dV(σ(η))

=

∫
∆n

B∆n(w, η)f(τ(σ−1(η)))g(η)dV(η).

Given η ∈ C \ {0}, define a differential operator Tη := η ∂
∂η − η̄

∂
∂η̄ . Therefore,∣∣∣∣Dβ

w

(∫
∆n

B∆n(w, σ(η))
(

det JC(ψ)(σ(η))
)−1

f(τ(η))µ(η)dV(η)

)∣∣∣∣
=

∣∣∣∣∫
∆n

(
Dβ
wB∆n(w, η)

) (
f(τ(σ−1(η)))g(η)

)
dV(η)

∣∣∣∣
=

∣∣∣∣ 1

wβ

∫
∆n

Bβ1(w1, η1) · · ·Bβn(wn, ηn)T β1η1 · · ·T
βn
ηn

(
f(τ(σ−1(η)))g(η)

)
dV(η)

∣∣∣∣
≤
∫

∆n

B+
∆n(w, η)

∣∣∣T β1η1 · · ·T βnηn (f(τ(σ−1(η)))g(η)
)∣∣∣dV(η),
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where the second equality and the inequality follow from (2.15) in [25] (the second equality from
Corollary 3.5 in [15] and the inequality from (3.8) in [15] as well). It thus follows from the assump-
tion that∫

∆n

∣∣∣∣Dβ
w

(∫
∆n

B∆n(w, σ(η))
(

det JC(ψ)(σ(η))
)−1

f(τ(η))µ(η)dV(η)

)∣∣∣∣p (w)µ(w)dV(w)

≤
∫

∆n

µ(w)

(∫
∆n

B+
∆n(w, η)

∣∣∣T β1η1 · · ·T βnηn (f(τ(σ−1(η)))g(η)
)∣∣∣ dV(η)

)p
dV(w)

.
∫

∆n

∣∣∣T β1η1 · · ·T βnηn (f(τ(σ−1(η)))g(η)
)∣∣∣p µ(η)dV(η)

.
∑
|β|≤k

∫
∆n

∣∣∣Dβ
η f(τ(σ−1(η)))

∣∣∣p µ(η)dV(η) . ‖f‖p
Wk,p(∆n, µ)

.

Finally, for the weighted Lp-norm of ψ∗BΩ(ψ∗f), noting that |det JC(ψ)(w)|−p = µ−
p
2 (w),∫

∆n

|ψ∗BΩ(ψ∗f)|p(w)µ
p+2
2 (w)dV(w)

=
∑
σ,τ∈G

∫
∆n

∣∣∣∣∫
∆n

B∆n(w, σ(η))
(

det JC(ψ)(σ(η))
)−1

f(τ(η))µ(η)dV(η)

∣∣∣∣p µ(w)dV(w)

.
∑
σ,τ∈G

∫
∆n

∣∣∣∣∫
∆n

B∆n(w, σ(η))f(τ(η))g(σ(η))dV(σ(η))

∣∣∣∣p µ(w)dV(w)

.
∑
σ,τ∈G

∫
∆n

∣∣∣∣∫
∆n

B∆n(w, η)f(τ(σ−1(η)))dV(η)

∣∣∣∣p µ(w)dV(w)

.
∑
σ,τ∈G

∫
∆n

∣∣∣∣∫
∆n

B+
∆n(w, η)|f(τ(σ−1(η)))|dV(η)

∣∣∣∣p µ(w)dV(w).

Using the assumption on B+
∆n and the fact that Ω is covered regularly by ∆n, we further have∫

∆n

|ψ∗BΩ(ψ∗f)|p(w)µ
p+2
2 (w)dV(w) .

∑
σ,τ∈G

‖f ◦ τ ◦ σ−1‖pLp(∆n, µ) . ‖f‖
p
Lp(∆n, µ),

Combining the two parts, the first part of the theorem is proved.
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If in addition p ≥ 2, we only need to estimate the following term when |α| = k. In fact,∫
∆n

|Dα
wψ
∗BΩ (ψ∗f) |p(w)µ

(k+1)p
2 (w)dV(w)

.
∑
σ,τ∈G

∫
∆n

(∣∣∣∣Dα
w (det JC(ψ)(w))−1

∫
∆n

B∆n(w, η)f(τ(σ−1(η)))g(η)dV(η)

∣∣∣∣p µ (k+1)p
2 (w)dV(w)

+
∑

|α′|≤k−1,α′+α′′=α

∣∣∣∣Dα′
w (det JC(ψ)(w))−1Dα′′

w

∫
∆n

B∆n(w, η)f(τ(σ−1(η)))g(η)dV(η)

∣∣∣∣p µ (k+1)p
2 (w)dV(w)

)

.
∑
σ,τ∈G

∫
∆n

∣∣∣∣∫
∆n

B∆n(w, η)f(τ(σ−1(η)))g(η)dV(η)

∣∣∣∣p dV(w)

+
∑
σ,τ∈G

∫
∆n

µ
p
2 (w)

∑
|α′′|≤k

∣∣∣∣Dα′′
w

∫
∆n

B∆n(w, η)f(τ(σ−1(η)))g(η)dV(η)

∣∣∣∣p dV(w) := I + II.

The term II is handled similarly as before, in view of the fact that µ
p
2 . µ when p ≥ 2. For the

term I, we observe that

I .
∑
σ,τ∈G

∫
∆n

∣∣f(τ(σ−1(η)))g(η)
∣∣p dV(η)

.
∑
σ,τ∈G

∫
∆n

∣∣f(τ(σ−1(η)))
∣∣p µ(η)dV(η) . ‖f‖p

Wk,p(∆n, µ)
.

Here we used the known unweighted boundedness of B4n in Lp(4n) in the first inequality, and the

fact that |g|p ≈ µ
p
2 . µ when p ≥ 2 in the second inequality. The proof is complete.

Next, we study the boundedness assumption on B+
∆n in Theorem 5.4. Given z ∈ ∆, the Carleson

tent over z is defined to be

Tz :=

{
w ∈ ∆ :

∣∣∣∣1− w̄ z

|z|

∣∣∣∣ < 1− |z|
}
,

and the Carleson tent over 0 is ∆. It was shown in [4, 37] that

‖B+
∆ : Lp(∆, µ)→ Lp(∆, µ)‖ . Bp(µ), (15)

where

Bp(µ) := sup
z∈∆

1

|Tz|

∫
Tz

µ(w)dV (w)

(
1

|Tz|

∫
Tz

µ
1

1−p (w)dV (w)

)p−1

.

The following proposition shows that the assumption on the boundedness of B+
∆n in Lp(∆n, µ) can

be warranted whenever µ ∈ A∗p.
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Proposition 5.5. Suppose µ ∈ A∗p, p > 1. Then B+
∆n : Lp(∆n, µ) → Lp(∆n, µ) is bounded. In

particular, the Bergman projection operator B∆n : Lp(∆n, µ)→ Lp(∆n, µ) is bounded.

Proof. When n = 1, a direct computation shows that Tz =
{
w ∈ ∆ :

∣∣∣w − z
|z|

∣∣∣ < 1− |z|
}

, for any

z ∈ ∆. Let Bz be the disc in C centered at z/|z| with radius 1− |z|2. Then Tz ⊂ Bz and

|Tz| ≈ (1− |z|)2 ≈ |Bz|.

Consequently, by definition of Bp and Ap, we have

Bp(µ) ≤ sup
z∈∆

1

|Tz|

∫
Bz

µ(w)dV (w)

(
1

|Tz|

∫
Bz

µ
1

1−p (w)dV (w)

)p−1

≈ sup
z∈∆

1

|Bz|

∫
Bz

µ(w)dV (w)

(
1

|Bz|

∫
Bz

µ
1

1−p (w)dV (w)

)p−1

≤ Ap(µ).

Hence for all f ∈ Lp(∆, µ), by (15) we have∥∥B+
∆f
∥∥
Lp(∆, µ)

. ‖f‖Lp(∆, µ). (16)

When n ≥ 2, write (z′, zn) ∈ ∆n−1 ×∆. For any f ∈ Lp(∆n, µ),∥∥B+
∆nf

∥∥p
Lp(∆n,µ)

=

∫
∆n−1

∫
∆

∣∣B+
∆ ◦

(
B+

∆n−1f(z′, zn)
)∣∣p µ(z′, zn)dV (zn)dV (z′).

Since µ ∈ A∗p, µ(z′, ·) ∈ Ap for almost all fixed z′ ∈ ∆n−1. Noting that f(z′, ·) ∈ Lp(∆, µ(z′, ·)) for
almost all fixed z′ ∈ ∆n−1, we obtain from (16) that∫

∆

∣∣B+
∆ ◦

(
B+

∆n−1f(z′, zn)
)∣∣p µ(z′, zn)dV (zn) .

∫
∆

∣∣(B+
∆n−1f(z′, zn)

)∣∣p µ(z′, zn)dV (zn).

We thus have ∥∥B+
∆nf

∥∥p
Lp(∆n, µ)

.
∫

∆n

|
(
B+

∆n−1f(z′, zn)
)
|pµ(z′, zn)dV (z).

A standard induction gives the desired boundedness of B+
∆n in Lp(∆n, µ).

Combining Theorem 5.4 with Proposition 5.5, we immediately obtain

Corollary 5.6. Assume µ ∈ A∗p, p > 1. Then for each k ∈ Z+ ∪ {0},

‖ψ∗BΩ(ψ∗f)‖
Wk,p

(
∆n, µ

(k+1)p+2
2

) . ‖f‖Wk,p(∆n, µ)

for all f ∈W k,p(∆n, µ). If in addition p ≥ 2, then

‖ψ∗BΩ(ψ∗f)‖
Wk,p

(
∆n, µ

(k+1)p
2

) . ‖f‖Wk,p(∆n, µ).
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Remark 5.7. When det JC(ψ)(w) = wJ for multi-index J ∈ Zn+, one may obtain a better range for

p. The key difference is that, in this case, we get an additional µ
p
2 on the fourth line of (5.2). For

example, when Ω = H1,1 is the Hartogs triangle, since |w2|2−p ∈ A∗p for any p > 4
3 by Example 2.3,

by Proposition 5.5 and the argument in Theorem 5.4, one has

‖ψ∗BH1,1(ψ∗f)‖
Wk,p

(
∆n, µ

(k−1)p+4
2

) . ‖f‖Wk,p(∆n, µ)

for any p > 4
3 . This is consistent with the estimates in [13].

5.3 Solving ∂̄ with weighted Sobolev estimates

In order to use the integral representation on ∆n to solve ∂̄ on Ω, we first state two lemmas to
transfer data between Ω and (∆n)∗ (cf. [10, 14, 15]).

Lemma 5.8. For any multi-index α = (α1, · · · , αn) with αj ≥ 0 for all j and |α| :=
∑n

j=1 αj ≥ 1,

Dα
z = (det JC(ψ))−2|α|+1

∑
1≤|β|≤|α|

Pα,β(w)Dβ
w (17)

where Pα,β(w) are bounded holomorphic functions on ∆n;

Dα
z,z̄ =

∑
1≤|β|≤|α|

(det JC(ψ))−sα,β,1
(

det JC(ψ)
)−sα,β,2

P̂α,β(w, w̄)Dβ
w,w̄ (18)

with sα,β,1 + sα,β,2 ≤ 2|α|−1, where P̂α,β(w, w̄) are bounded smooth functions on ∆n; On the other
hand, for any multi-index β = (β1, β2, β3, β4),

Dβ
w,w̄ =

∑
0≤|α|≤|β|

P̃α,β(w, w̄)
∂α

∂zα1
1 ∂z̄α2

1 ∂zα3
2 ∂z̄α4

2

, (19)

where P̃α,β(w, w̄) are bounded smooth functions on ∆n.

Proof. The proof is similar to the proof of Lemma 3.2 in [15] and we only point out the difference
here. By the holomorphic change of variables under ψ, we have

∂

∂wj
=
∂ψk
∂wj

∂

∂zk
,

for all 1 ≤ j, k ≤ n. It then follows that

∂

∂zk
=

(
∂ψk
∂wj

)−1 ∂

∂wj
= (JC(ψ))−1 JC(ψ)

(
∂ψk
∂wj

)−1 ∂

∂wj
,
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for all 1 ≤ j, k ≤ n, where
(
∂ψk
∂wj

)−1
is the inverse matrix of matrix

(
∂ψk
∂wj

)
. By the assumption of

ψ, JC(ψ)
(
∂ψk
∂wj

)−1
extends smoothly to an open neighborhood of ∆n. Therefore, (17) follows from

induction. (18) and (19) follows directly from the standard Faà di Bruno’s formula [21].

Lemma 5.9. Let Ω be a bounded domain covered regularly by ∆n. Then for l ∈ Z+ ∪ {0},

• ψ∗ maps the space of (0, 1)-forms W k,p
(0,1)(Ω, δ

l) continuously and injectively into W k,p
(0,1)((∆

n)∗, µl+1)

for each k ∈ Z+ ∪ {0}.

• ψ∗ maps the space of functions Lp((∆n)∗, µl+1)) continuously and injectively into Lp(Ω, δl)

and W k,p((∆n)∗, µl+1)) continuously and injectively into W k,p
(

Ω, δ
(2k−1)p

2
+l
)

for each k ∈
Z+.

Proof. For any k ≥ 0, given g =
∑n

j=1 gjdz̄
j ∈ W k,p

(0,1)(Ω, δ
l), we have ψ∗g =

∑n
i,j=1 gj ◦ ψ

∂ψ̄j
∂w̄i

dw̄i.

Thus by the change of variables and (19),

‖ψ∗g‖p
Wk,p

(0,1)
((∆n)∗, µl+1)

=
∑
|β|≤k

n∑
i,j=1

∫
(∆n)∗

∣∣∣∣Dβ
w,w̄

(
gj ◦ ψ

∂ψ̄j
∂w̄i

)∣∣∣∣p | det JC(ψ)|2l+2dV(w)

.
∑
|α|≤k

n∑
j=1

∫
Ω

∣∣Dα
z,z̄(gj)

∣∣p |δ|2ldV(z) = ‖g‖p
Wk,p

(0,1)
(Ω, δl)

.

(20)

On the other hand, given f ∈W k,p
(
(∆n)∗, µl+1

)
, it follows from (18) that for k ≥ 1,

‖ψ∗f‖
Wk,p

(
Ω, δ

(2k−1)p
2 +l

) =
∑
|α|≤k

∫
Ω

∣∣Dα
z,z̄ (ψ∗f)

∣∣p |δ| (2k−1)p
2

+ldV(z)

.
∑
|β|≤k

∫
(∆n)∗

∣∣∣Dβ
w,w̄ (ψ∗ψ∗f)

∣∣∣p |µ|l+1dV(w)

.
∑
σ∈G

∑
|β|≤k

∫
(∆n)∗

∣∣∣Dβ
w,w̄ (f ◦ σ)

∣∣∣p |µ|l+1dV(w) . ‖f‖Wk,p((∆n)∗, µl+1);

similarly for k = 0,

‖ψ∗f‖Lp(Ω, δl) =

∫
Ω
|ψ∗f |p |δ|ldV(z) .

∑
σ∈G

∫
(∆n)∗

|f ◦ σ|p |µ|l+1dV(w) . ‖f‖Lp((∆n)∗, µl+1).

Here the last inequality in both cases follows from (14) and the fact that σ extends smoothly to
∆n.
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In order to apply the weighted Sobolev theory of ∂̄ on 4n for the quotient domain Ω, we also
need to verify that, if the datum g ∈ W 1,p

(0,1)(Ω) is ∂̄-closed, then ψ∗g is ∂̄-closed on ∆n. This is

not immediately clear by definition of Ω since ψ∗g is only pulled back onto (∆n)∗. The following
proposition justifies this to be true when µ ∈ Ap.

Proposition 5.10. For each k ∈ Z+, let f =
∑n

j=1 fjdw̄
j ∈W k,p

(0,1)((∆
n)∗ , µ) be ∂̄-closed on (∆n)∗.

If (∆n)∗ is a uniform domain and µ ∈ Ap, p > 1. Then f extends as a ∂̄-closed (0, 1)-form on ∆n.

Proof. According to Theorem 1.1 [20], one can obtain an extension of f , still denoted by f with

f ∈ W 1,p(∆n, µ). In particular, for all 1 ≤ j, k ≤ n, the weak derivatives
∂fj
∂w̄k
∈ Lp(∆n, µ). We

only need to show that f is ∂̄-closed on ∆n.
Let χ be smooth (n, n− 2)-form in ∆n with compact support. Then

∫
∆n

∂̄f ∧ χ =
∑

1≤j<k≤n

∫
∆n

(
∂fk
∂z̄j
− ∂fj
∂z̄k

)
χ̃jk =

∑
1≤j<k≤n

∫
∆n

(
∂fk
∂z̄j
− ∂fj
∂z̄k

)
µ

1
p · µ−

1
p · χ̃jk,

where χ̃jk is the coefficient of χ with respect to dz1 ∧ · · · ∧ dzn ∧ dz̄1 ∧ · · · ∧ dz̄n with dz̄j ∧ dz̄k

omitted. Here
(
∂fk
∂z̄j
− ∂fj

∂z̄k

)
µ

1
p ∈ Lp(∆n), as f ∈ W 1,p(∆n, µ). Since µ ∈ Ap, we have µ ∈ Ap̃ for

some 1 < p̃ < p. Thus µ
− 1
p̃−1 ∈ L1(∆n), or equivalently, µ

− 1
p ∈ L

p
p̃−1 (∆n).

Let q > 1 be such that 1
p + p̃−1

p + 1
q = 1. Let χε be a sequence of smooth (n, n− 2)-forms in ∆n

with compact support in (∆n)∗, such that (χ̃ε)jk → χjk in Lq(∆n) as ε→ 0. By Hölder inequality,∥∥∥∥(∂fk∂z̄j
− ∂fj
∂z̄k

)
µ

1
p · µ−

1
p · ((χ̃ε)jk − χjk)

∥∥∥∥
L1(∆n)

≤
∥∥∥∥(∂fk∂z̄j

− ∂fj
∂z̄k

)
µ

1
p

∥∥∥∥
Lp(∆n)

∥∥∥µ− 1
p

∥∥∥
L

p
p̃−1 (∆n)

‖(χ̃ε)jk − χjk‖Lq(∆n) → 0

as ε→ 0. Hence ∫
∆n

∂̄f ∧ χ = lim
ε→0

∫
∆n

∂̄f ∧ χε,

which is 0 by the ∂̄-closedness of f on (∆n)∗. Therefore, ∂̄f = 0 in ∆n in the sense of currents.

The next proposition allows us to transfer the solution of ∂̄ on ∆n to that on Ω.

Proposition 5.11. Let (∆n)∗ be a uniform domain and µ ∈ Ap, p > 1. For each k ∈ Z+, let g ∈
W k,p

(0,1)(Ω) be a ∂̄-closed (0, 1) form. If T is a solution operator of ∂̄ on ∆n, then 1
m ∂̄ψ∗(T (ψ∗g)) = g

on Ω.
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Proof. Suppose that χ is a smooth (n, n− 1)-form with compact support in Ω.∫
Ω
∂̄ψ∗(T (ψ∗g)) ∧ χ = −

∫
Ω
ψ∗(T (ψ∗g)) ∧ ∂̄χ = −

∫
(∆n)∗

T (ψ∗g) ∧ ψ∗(∂̄χ)

= −
∫

(∆n)∗
T (ψ∗g) ∧ ∂̄ψ∗(χ) =

∫
(∆n)∗

∂̄T (ψ∗g) ∧ ψ∗(χ)

=

∫
(∆n)∗

ψ∗g ∧ ψ∗(χ) =

∫
(∆n)∗

ψ∗(g ∧ χ) = m

∫
Ω
g ∧ χ,

where the second equality in line 2 follows from that ψ is proper (so ψ∗(χ) has compact support
on (∆n)∗), and the first equality in line 3 holds due to Proposition 5.10.

Now we are ready to prove the main theorem.

Proof of Theorem 1.1. It follows from Lemma 5.9 and Proposition 5.10 that ψ∗g ∈ W k,p
(0,1)(∆

n, µ)

is ∂̄-closed and ‖ψ∗g‖
Wk,p

(0,1)
(∆n, µ)

. ‖g‖
Wk,p

(0,1)
(Ω)

. By Theorem 4.1 and Lemma 5.9,

‖T (ψ∗g)‖Wk−n+1,p(∆n, µ) . ‖ψ∗g‖Wk,p
(0,1)

(∆n, µ)
. ‖g‖

Wk,p
(0,1)

(Ω)
.

Combining Lemma 5.9 and Proposition 5.11, v = 1
mψ∗(T (ψ∗g)) solves ∂̄v = g on Ω and satisfies

the weighted Sobolev estimates

‖v‖Wk−n+1, p(Ω,δl) . ‖T (ψ∗g)‖
Wk−n+1,p

(
∆n, µl+1− (2(k−n+1)−1)p

2

) . ‖T (ψ∗g)‖Wk−n+1,p(∆n, µ) . ‖g‖Wk,p
(0,1)

(Ω)
.

Here we used the assumption that l ≥ (2k−2n+1)p
2 in the second inequality.

For the estimate of the canonical solution, note that T (ψ∗g) ∈ Lp(∆n, µ) and thus v =
1
mψ∗(T (ψ∗g)) ∈ Lp(Ω) by Lemma 5.9. Therefore u = v − BΩv is the canonical solution of ∂̄u = g.
Also, since

u =
1

m
ψ∗

(
T (ψ∗g)− ψ∗BΩ

(
1

m
ψ∗T (ψ∗g)

))
,

it follows from Lemma 5.9 similarly and Corollary 5.6 that

‖u‖
Wk−n+1,p

(
Ω, δ

3(k−n+1)p
2

) .

∥∥∥∥T (ψ∗g)− ψ∗BΩ

(
1

m
ψ∗T (ψ∗g)

)∥∥∥∥
Wk−n+1,p

(
∆n, µ

(k−n+2)p
2 +1

)
. ‖T (ψ∗g)‖Wk−n+1,p(∆n, µ)

. ‖g‖
Wk,p

(0,1)
(Ω)
.
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6 Examples

6.1 Generalized Hartogs triangles

For lj ∈ Z+ with gcd(l1, · · · , ln) = 1, let

Ω = Hl1,··· ,ln = {z ∈ Cn : |z1|l1 < · · · < |zn|ln < 1}

be the generalized Hartogs triangle introduced in [6] (see also [41] and a special case with l1 = · · · =
ln = 1 in [14]), where the Lp boundedness of the Bergman projection is investigated in [6]. Let kj ∈
Z+ with k1l1 = · · · = knln and gcd(k1, · · · , kn) = 1. There exists a proper, surjective holomorphic
map ψ : ∆ × (∆∗)n−1 → Hl1,··· ,ln given by ψ(w) =

(
(w1 · · ·wn)k1 , (w2 · · ·wn)k2 , · · · , wknn

)
. Direct

calculation shows JC(ψ)(w) =
∏n
i=1 ki · w

k1−1
1 wk1+k2−1

2 · · ·wk1+k2+···+kn−1
n and the degree of ψ is

m :=
∏n
j=1 kj . One may thus verify that Ω is covered regularly by ∆n since G consists of rotations

of the form σ = (e
√
−1θ1 , · · · , e

√
−1θn), for (θ1, · · · , θn) ∈ Rn depending on (k1, · · · , kn). Note that

∆ and ∆∗ are uniform domains and it follows that ∆ × (∆∗)n−1 is also a uniform domain. Let
δ = 1

mψ∗µ. In the case when Ω is the Hartogs triangle H1,1, ψ(w) = (w1w2, w2) : ∆ ×∆∗ → H1,1

is a biholomorphism and thus δ = |z2|2 by a direct calculation. We obtain the following estimates
for the canonical solution on Hl1,··· ,ln , from which Corollary 1.2 follows.

Theorem 6.1. Let p >
∑

1≤j≤n kj. For any ∂̄-closed (0, 1)-form g ∈ W k,p
(0,1)(Hl1,··· ,ln) on Hl1,··· ,ln

with integer k ≥ n− 1, the canonical solution u of ∂̄u = g is in

W k−n+1,p
(
Hl1,··· ,ln , δ

3(k−n+1)p
2

)
and satisfies

‖u‖
Wk−n+1,p

(
Hl1,··· ,ln , δ

3(k−n+1)p
2

) . ‖g‖
Wk,p

(0,1)
(Hl1,··· ,ln )

.

Proof. Let m̃ :=
∑

1≤j≤n kj . Then m̃ ≥ 2. By Theorem 1.1, it boils down to show that µ =

|JC(ψ)|2 ∈ A∗p if p > m̃. For any fixed ŵj ∈ Cn−1 such that neither of its components is zero, and
for all discs B ⊂ C, we notice(

1

|B|

∫
B
µ(w)dV (wj)

)(
1

|B|

∫
B
µ(w)

1
1−pdV (wj)

)p−1

=

(
1

|B|

∫
B
|wj |2m̃j−2dV (wj)

)(
1

|B|

∫
B
|wj |

2m̃j−2

1−p dV (wj)

)p−1

,

where m̃j =
∑

1≤i≤j ki ≥ 1. By Example 2.3 the right hand side is uniformly bounded if and only
if 2m̃j − 2 < 2(p − 1), or equivalently, p > m̃j . Since m̃j ≤ m̃ for j = 1, . . . , n and m̃n = m̃, we
have µ ∈ A∗p if p > m̃.

Remark 6.2. By modifying the argument in the previous section, one may also obtain the weighted
Sobolev estimates of the canonical solution of ∂̄ on the bounded monomial polyhedrons in [6],
which is a much more general quotient domains of ∆n than the generalized Hartogs triangles.
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6.2 Symmetrized polydiscs

The n-dimensional symmetrized polydisc is defined by

Ω = Gn = {z = (p1(w), p2(w), . . . , pn(w)) ∈ Cn : w ∈ ∆n},

with pj being symmetric polynomials given by

p1(w) =
n∑
j=1

wj , p2(w) =
∑
j<k

wjwk, · · · , pn(w) = w1w2 · · ·wn.

One may verify that ψ(w) = (p1(w), p2(w), · · · , pn(w)) : ∆n → Gn is a surjective proper
holomorphic map. Moreover, Ω is covered regularly by ∆n with G being the permutation group Sn
with action of σ ∈ G on Gn given by σ(z1, · · · , zn) = (zσ(1), · · · , zσ(n)) for any (z1, · · · , zn) ∈ Gn and
the degree of ψ is m = n!. It is obtained in [26] (cf. also [16]) that JC(ψ)(w) =

∏
1≤j<k≤n(wj−wk).

Therefore, δ = 1
n!ψ∗

(∏
1≤j<k≤n |wj − wk|2

)
.

Proof of Corollary 1.3: Again we just need to verify that µ = |JC(ψ)|2 ∈ A∗p when p > n. Fixing
ŵ1 = (w2, . . . , wn) ∈ Cn−1 such that all components are mutually distinct, and a disc B ⊂ C, µ
is reduced to the function c

∏
1<j≤n |w1 − wj |2 of w1 for some nonzero constant c > 0. By Hölder

inequality ∫
B
µ(w)dV (w1) = c

∏
1<j≤n

(∫
B
|w1 − wj |2(n−1)dV (w1)

) 1
n−1

;

∫
B
µ(w)

1
1−pdV (w1) = c

∏
1<j≤n

(∫
B
|w1 − wj |

2(n−1)
1−p dV (w1)

) 1
n−1

.

Thus (
1

|B|

∫
B
µ(w)dV (w1)

)(
1

|B|

∫
B
µ(w)

1
1−pdV (w1)

)p−1

=
∏

1<j≤n

(
1

|B|

∫
B
|w1 − wj |2(n−1)dV (w1)

(
1

|B|

∫
B
|w1 − wj |

2(n−1)
1−p dV (w1)

)p−1
) 1

n−1

.

By Example 2.3 again, the last term is uniformly bounded if and only if 2(n − 1) < 2(p − 1).
Namely, µ(·, ŵ1) ∈ Ap in C with a uniformly Ap constant when p > n. The rest of the cases is due
to the symmetry of µ.
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6.3 Lp boundness of Bergman projection operators

It was shown in [16] that BΩ is bounded in Lp(Ω) provided that B∆n is bounded from Lp(∆n, µ)
into itself with µ = |det JC(ψ)|2−p. Combined with this result, our Proposition 5.5 readily applies
to obtain the following boundedness result of the Bergman projection operator on Ω.

Corollary 6.3. Let ψ : (∆n)∗ → Ω be a surjective proper holomorphic map. Suppose |det JC(ψ)|2−p ∈
A∗p, p > 1. Then BΩ is bounded from Lp(Ω) into itself.

Since the condition |det JC(ψ)|2−p ∈ A∗p can be checked in many cases fairly easily, we immedi-
ately obtain boundedness of the Bergman projection operator in the following examples, recovering
these interesting known cases. In fact, the Lp boundedness of BHl1,··· ,ln is originally due to [6, 41]
(with totally different approaches); the Lp boundedness of BGn is mentioned in a remark in [15]
without detailed proof. We believe the method also applies to the bounded monomial polyhedrons
studied in [6] and leave the detail to interested readers.

Corollary 6.4. BΩ is bounded from Lp(Ω) into itself

• if p ∈ ( 2m̃
m̃+1 ,

2m̃
m̃−1) for Ω = Hl1,··· ,ln with m̃ =

∑
1≤j≤n kj;

• if p ∈ ( 2n
n+1 ,

2n
n−1) for Ω = Gn.

Proof. On Hl1,··· ,ln , |det JC(ψ)|2−p ∈ A∗p if and only if −2 < (m̃−1)(2−p) < 2(p−1), equivalently, if

and only if p ∈ ( 2m̃
m̃+1 ,

2m̃
m̃−1). On Gn, |det JC(ψ)|1−

p
2 ∈ A∗p if and only if −2 < (n−1)(2−p) < 2(p−1).

The desired boundedness interval for p follows.
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