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Abstract

In this paper, we obtain higher order derivative formula of the solid Cauchy integral
operator on smooth bounded domains in C. The formula allows us to develop some Calderón-
Zygmund type theorem for higher order singular integrals. We also obtain a criterion for the
solvability of the ∂̄ problem in the flat category.
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1 Introduction

Let Ω ⊂ C be a bounded domain with smooth boundary. Given an integrable complex-valued
function f in Ω, consider the operator associated with the Cauchy kernel Γ(z) := 1

z
as follows.

Tf(z) : = − 1

2πi

∫
Ω

Γ(ζ − z)f(ζ)dζ̄ ∧ dζ.

It is well known that T is a solution operator to ∂̄. In terms of operator theory, T is a bounded
linear operator sending Ck+α(Ω) into Ck+1+α(Ω), 0 < α < 1 and k ∈ Z+ ∪ {0}. In Section 2, we
obtain the following explicit higher order derivative formula for T .

Theorem 1.1. Let f ∈ Ck+α(Ω) with 0 < α < 1 and k ∈ Z+ ∪ {0}. Then for any z ∈ Ω,

∂k+1T (f)(z) =− 1

2πi

∫
Ω

∂k+1
z Γ(ζ − z)(f(ζ)− Pk(ζ, z))dζ̄ ∧ dζ

− 1

2πi

k+2∑
j=2

∂k+2−j

( ∑
µ1+µ2=j−2

∂µf(z)

µ!

∫
∂Ω

∂j−2
z Γ(ζ − z)(ζ − z)µ1(ζ − z)

µ2
dζ̄

)
,

(1)

where Pk(ζ, z) =
∑

µ1+µ2≤k
1

µ1!µ2!
∂µ1 ∂̄µ2f(z)(ζ − z)µ1(ζ − z)

µ2
, the Taylor expansion of f at z of

degree k. In particular, if Ω is a disk in C, then

∂k+1T (f)(z) = − 1

2πi

∫
Ω

∂k+1
z Γ(ζ − z)(f(ζ)− Pk(ζ, z))dζ̄ ∧ dζ.

Following the notation in the seminal work of Nijenhuis-Woolf [14], we define for f ∈ Ck+α(Ω),
the operator

k+2Tf(z) :=
−1

2πi

∫
Ω

∂k+1
z Γ(ζ − z)(f(ζ)− Pk(ζ, z))dζ̄ ∧ dζ.
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k+2T is well defined in Ck+α(Ω). In fact, as a consequence of Theorem 1.1, we obtain the Hölder

estimate of k+2Tf in terms of the semi-norm ||f ||(k)
α := max

i+j=k
{||∂i∂̄jf ||α} below. It is worthwhile

to point out that, unlike the standard Schauder estimates for the elliptic operators, our estimate
neither requires to shrink the domain nor involves the boundary value.

Corollary 1.2. For any f ∈ Ck+α(Ω), we have k+2Tf ∈ Cα(Ω) with

‖k+2Tf‖α ≤ C(Ω, k)‖f‖(k)
α ,

where C(Ω, k) is a constant depending only on Ω and k.

We next study the following principal value of the singular integral.

Definition 1.3. For k ∈ Z+ ∪ {0} and f ∈ C∞0 (C),

Pk(f) := p.v.
1

2πi

∫
C
∂kΓ(ζ − z)f(ζ)dζ̄ ∧ dζ = lim

ε→0

1

2πi

∫
C\Dε(z)

∂kΓ(ζ − z)f(ζ)dζ̄ ∧ dζ,

if the limit exists.

According to the classical Calderon-Zygmund theorem (see [1, 2, 4, 8, 11, 18] etc.), P1 is a
bounded operator between Lp(C) for 1 < p < ∞. Making use of the higher order derivative
formula for T in Theorem 1.1, we prove the boundedness of Pk+1 from W k,p(C) into Lp(C) in
Section 3.

Theorem 1.4. Pk+1(f) exists for f ∈ C∞0 (C) with k ∈ Z+ ∪ {0}. Furthermore,

‖Pk+1(f)‖Lp(C) ≤ Cp‖f‖Wk,p(C),

where 1 < p <∞ and Cp is a constant depending only on p.

Another application is the investigation on the existence of flat solutions to the ∂̄ problem
equipped with flat germs data. Here a germ of a smooth function at 0 is called flat if the derivatives
of its representative at 0 vanish at all levels. Flat smooth functions are one of the central subjects
in the unique continuation property (UCP) problem originated from the work of Carleman [5].
See [7, 15, 16, 20] and references therein. Motivated by a UCP problem, a natural question asks
whether there exists a flat u such that ∂̄u = f in the sense of germs given a flat germ of a (0, 1)
form f . See recent work [9] of Fassina and the second author concerning nonsolvability of general
elliptic operators with real analytic coefficients in the flat category. In Section 4, the following
criterion for the existence of local flat solutions is obtained.

Theorem 1.5. Let f be a flat germ at the origin C. The following two statements are equivalent:
1) The Cauchy-Riemann equation ∂̄u = fdz̄ has a flat solution at the origin in the sense of

germs.
2) There exists some neighborhood U ⊂ C of the origin such that

∞∑
n=0

(
1

2πi

∫
U

f(ζ)

ζn+1
dζ̄ ∧ dζ

)
zn (2)

is holomorphic near the origin.
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Since f is flat in Theorem 1.5, the expression in (2) is well defined. The criterion can be used to
construct examples where ∂̄u = f is solvable in the flat category. More interestingly, we are able
to construct in Section 5 a family of smooth examples with no flat local solutions in Cn, n ≥ 1.
We should mention that one can get nonsolvable examples in the flat category applying Borel’s
theorem as well (see Remark 5.6a)). However, our construction allows to investigate certain
behavior of the minimal solutions to the ∂̄ problem in terms of Hörmander [12]. Recall that
a minimal solution is the unique solution to ∂̄ that is orthogonal to the space of holomorphic
functions with respect to the weighted L2 norms. Given two smoothly bounded pseudoconvex
domains Ω1 ( Ω2 in Cn, a plurisubharmonic weight function φ and a ∂̄ closed (0,1) form f on Ω2,
let u1 and u2 be the corresponding minimal solutions to ∂̄u = f |Ω1 on Ω1 and ∂̄u = f on Ω2 with
respect to L2(Ω1, e

−φ|Ω1) and L2(Ω2, e
−φ) norms. It is generally understood that u1 is not simply

the restriction of u2 on Ω1, yet such examples were rarely seen in the literature. Let Br be the
ball centered at 0 with radius r > 0 in Cn, n ≥ 1. We provide a family of examples in Section 6
as follows.

Theorem 1.6. There exist a family of smooth ∂̄-closed (0,1) form f on B1, such that for any given
bounded plurisubharmonic weight function φ and any positive decreasing sequence rn(< 1) → 0,
the minimal solution un to ∂̄u = f |Brn on Brn with respect to L2(Brn , e

−φ|Brn ) is not u1|Brn .

On the other hand, in comparison to Theorem 1.6, we show in Example 6.1 (see B locki [3]
when n = 1) that there exists a smooth ∂̄-closed (0,1) form f on BR, such that for any bounded
and radially symmetric plurisubharmonic weight φ on BR and r ≤ R, the minimal solution ur
to ∂̄u = f |Br on Br with respect to L2(Br, e

−φ|Br) is always uR|Br . Namely, the restriction of a
minimal solution on subdomains could still be minimal in some special cases.

Notation: Throughout the rest of the paper, unless otherwise indicated, 0 < α < 1, k ∈
Z+∪{0}, 1 < p <∞. Given µ = (µ1, µ2) with both entries nonnegative integers, write zµ := zµ1zµ2

for z ∈ C.

2 Higher order derivative formula of the Cauchy operator

2.1 First order derivative formula

For any f ∈ Cα(Ω), denote its Hölder norm by

‖f‖α := sup
Ω
|f |+Hα[f ],

where

Hα[f ] := sup

{
|f(z)− f(z′)|
|z − z′|α

: z, z′ ∈ Ω

}
.

Letting

Sf(z) : =
1

2πi

∫
∂Ω

Γ(ζ − z)f(ζ)dζ, z ∈ Ω,

The following formulas and estimates are well known concerning the operators T , S and 2Tf .

Lemma 2.1. [13] If f ∈ C1(Ω̄), then T ∂̄f = f − Sf on Ω.
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Lemma 2.2. [14, 21] If f ∈ Cα(Ω), then 2Tf ∈ Cα(Ω) and Tf ∈ C1+α(Ω), with

∂Tf(z) =2 Tf(z)− f(z)

2πi

∫
∂Ω

Γ(ζ − z)dζ̄;

∂̄T f(z) = f(z).

(3)

on Ω. Moreover,
Hα[2Tf ] ≤ C(Ω, α)Hα[f ].

For convenience of the reader, we provide a different proof of the formula in Lemma 2.2 along
the line of [10, 17]. The proof will be generalized to derive the higher order derivative formula for
T in the subsequent subsection.

Proof of Lemma 2.2: Let η ∈ C1(R) such that η ≡ 0 for t ≤ 1, η ≡ 1 for t ≥ 2 and 0 ≤ η′ ≤ 2
for 1 ≤ t ≤ 2. For each z ∈ Ω, define for ε > 0 small enough that

wε(z) :=
−1

2πi

∫
Ω

Γ(ζ − z)ηε(ζ, z)f(ζ)dζ̄ ∧ dζ, ηε(ζ, z) = η(
|ζ − z|
ε

).

Then we have wε → Tf pointwisely in Ω and

∂wε(z) =
−1

2πi

∫
Ω

∂z (ηε(ζ, z)Γ(ζ − z)) f(ζ)dζ̄ ∧ dζ

=
−1

2πi

∫
Ω

∂z(ηε(ζ, z)Γ(ζ − z)) (f(ζ)− f(z)) dζ̄ ∧ dζ − f(z)

2πi

∫
Ω

∂z (ηε(ζ, z)Γ(ζ − z)) dζ̄ ∧ dζ

= : I1 + I2

in Ω. Consequently, I1 converges uniformly in compact subsets of C to 2Tf(z) as ε→ 0 for z ∈ Ω.
By Stokes’ theorem,

I2 =
f(z)

2πi

∫
Ω

∂ζ(ηε(ζ, z)Γ(ζ − z))dζ̄ ∧ dζ = −f(z)

2πi

∫
∂Ω

ηε(ζ, z)Γ(ζ − z)dζ̄ → −f(z)

2πi

∫
∂Ω

Γ(ζ − z)dζ̄

in Ω. Therefore,

∂Tf(z) = 2Tf(z)− f(z)

2πi

∫
∂Ω

Γ(ζ − z)dζ̄ in Ω.

The first equation of (3) is proved.
For ∂̄T f , we similarly compute

∂̄wε(z) =
−1

2πi

∫
Ω

∂̄z(ηε(ζ, z)Γ(ζ − z)) (f(ζ)− f(z)) dζ̄ ∧ dζ − f(z)

2πi
∂̄

(∫
Ω

ηε(ζ, z)Γ(ζ − z)dζ̄ ∧ dζ
)

= : I ′1 + I ′2.

By definition of ηε and holomorphy of Γ away from 0, I ′1 can be rewritten as

I ′1 =
−1

2πi

∫
ε≤|ζ−z|≤2ε, ζ∈Ω

∂̄z (ηε(ζ, z)) Γ(ζ − z) (f(ζ)− f(z)) dζ̄ ∧ dζ.
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Since

|I ′1| ≤
1

2π

∫
|ζ−z|≤2ε, ζ∈Ω

2

ε
· |Γ(ζ − z)| · |f(ζ)− f(z)|dζ̄ ∧ dζ

≤Hα[f ]

2π

(
2

ε(α + 1)
(2ε)α+1

)
,

I ′1 converges uniformly to 0 on Ω̄ as ε→ 0.

On the other hand, I ′2 → −
f(z)
2πi

∂̄
(∫

Ω
Γ(ζ − z)dζ̄ ∧ dζ

)
on Ω. We further claim that

∂̄

(∫
Ω

Γ(ζ − z)dζ̄ ∧ dζ
)

= −2πi.

Indeed, letting f(z) = z̄ in Lemma 2.1, the claim follows from

−1

2πi

∫
Ω

Γ(ζ − z)dζ̄ ∧ dζ = z̄ +
1

2πi

∫
∂Ω

ζ̄dζ

ζ − z

and the holomorphy of
∫
∂Ω

ζ̄dζ
ζ−z with respect to z ∈ Ω. Hence I ′2 → f(z) on Ω. Altogether, we

have ∂̄wε → f(z) on Ω. The second equation of (3) is thus proved.

2.2 Higher order derivative formula

We first recall a classical result in [21] concerning the Hölder estimates of the operator S as follows.

Theorem 2.3. [21] Let ∂Ω ∈ Ck+1+α and f ∈ Ck+α(∂Ω). Then S(f) ∈ Ck+α(Ω) and ‖Sf‖(k)
α ≤

M(Ω, α, k)‖f‖(k)
α for some constant M dependent only on Ω, α and k.

For simplicity of notations, given µ = (µ1, µ2) and k, we define for z ∈ Ω,

IΩ(k, µ)(z) :=
1

2πi

∫
∂Ω

∂kzΓ(ζ − z)(ζ − z)µdζ̄ =
k!

2πi

∫
∂Ω

(ζ − z)µ

(ζ − z)k+1
dζ̄,

where (ζ − z)µ = (ζ − z)µ1(ζ̄ − z̄)µ2 . We have the following lemma.

Lemma 2.4. The following statements hold for IΩ(k, µ)(z).

a) IΩ(k, µ)(z) = −(k+1)!(µ1−k−1)
2πi(µ2+1)

∫
∂Ω

(ζ−z)µ2+1

(ζ−z)k+2−µ1 dζ.

b) IΩ(k, µ)(z) ∈ Cα(Ω) and ‖IΩ(k, µ)(z)‖α ≤M(Ω, k, µ) where M(Ω, k, µ) is a constant depending
only on Ω, k and µ.
c) When Ω = D, an arbitrary disk in C, then ID(k, µ)(z) ≡ 0 for k − µ1 ≥ 0, µ2 ≥ 0.

Proof of Lemma 2.4: Let ε > 0 be small enough and Dε(z) be the disk centered at z ∈ C with
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radius ε. Applying Stokes’ theorem gives

IΩ(k, µ)(z) =
k!

2πi

∫
∂Ω

(ζ − z)µ2

(ζ − z)k+1−µ1
dζ̄

=
k!

2πi

∫
Ω\Dε(z)

dζ

(
(ζ − z)µ2

(ζ − z)k+1−µ1
dζ̄

)
+

k!

2πi

∫
∂Dε(z)

(ζ − z)µ2

(ζ − z)k+1−µ1
dζ̄

=
−k!(µ1 − k − 1)

2πi(µ2 + 1)

∫
Ω\Dε(z)

dζ

(
(ζ − z)µ2+1

(ζ − z)k+2−µ1
dζ

)
+

k!

2πi

∫
∂Dε(z)

(ζ − z)µ2

(ζ − z)k+1−µ1
dζ̄

=
−k!(µ1 − k − 1)

2πi(µ2 + 1)

( ∫
∂Ω

(ζ − z)µ2+1

(ζ − z)k+2−µ1
dζ −

∫
∂Dε(z)

(ζ − z)µ2+1

(ζ − z)k+2−µ1
dζ
)

+
k!

2πi

∫
∂Dε(z)

(ζ − z)µ2

(ζ − z)k+1−µ1
dζ̄.

Using the polar coordinates, a direct computation gives∫
∂Dε(z)

(ζ − z)µ2

(ζ − z)k+1−µ1
dζ̄ =− iεµ2+µ1−k

∫ 2π

0

eiθ(−µ2−k−2+µ1)dθ

=

{
0, −µ2 − k − 2 + µ1 6= 0;
−2πiεµ2+µ1−k, −µ2 − k − 2 + µ1 = 0.

Similarly, ∫
∂Dε(z)

(ζ − z)µ2+1

(ζ − z)k+2−µ1
dζ =

{
0, −µ2 − k − 2 + µ1 6= 0;
−2πiεµ2+µ1−k, −µ2 − k − 2 + µ1 = 0.

Note that µ2 + µ1 − k > 0 in the case when −µ2 − k − 2 + µ1 = 0. Letting ε → 0, we have the
above two expressions go to 0 and thus a) is proved.

For b), if k + 2 − µ1 ≤ 0, then IΩ(k, µ)(z) ∈ C∞(Ω) automatically. When k + 2 − µ1 > 0,

we have
∫
∂Ω

(ζ−z)µ2+1

(ζ−z)k+2−µ1 dζ = 1
(k+2−µ1)!

∂k+1−µ1
∫
∂Ω

(ζ−z)µ2+1

ζ−z dζ. Since (ζ − z)µ2+1 ∈ Ck+1−µ1,α(∂Ω),

IΩ(k, µ)(z) ∈ Cα(Ω) by Theorem 2.3.
For c), we assume D = DR(0) by translation if necessary. Then∫

∂D

(ζ − z)µ2+1

(ζ − z)k+2−µ1
dζ =

µ2+1∑
j=0

(µ2 + 1)!

j!(µ2 + 1− j)!
z̄µ2+1−j

∫
∂D

ζ̄j

(ζ − z)k+2−µ1
dζ

=

µ2+1∑
j=0

(µ2 + 1)!

j!(µ2 + 1− j)!
z̄µ2+1−j

∫
∂D

|R|2j

(ζ − z)k+2−µ1ζj
dζ.

Each term in the sum of the above expression is 0 by the Residue theorem. Indeed, for j =
0, . . . , µ2 + 1,

1

2πi

∫
∂D

1

(ζ − z)k+2−µ1ζj
dζ

=

 Res
(

1
(ζ−z)k+2−µ1ζj

, z
)

+Res
(

1
(ζ−z)k+2−µ1ζj

, 0
)
, j ≥ 1

Res
(

1
(ζ−z)k+2−µ1 , z

)
, j = 0

=

{
1

(k+1−µ1)!
dk+1−µ1

dzk+1−µ1

(
1
zj

)
+ (−1)k+1−µ1+j

(j−1)!
dj−1

dzj−1

(
1

zk+2−µ1

)
, j ≥ 1

0, j = 0

=0.
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Proof of Theorem 1.1: We prove the theorem by induction on k. The k = 0 case is Lemma
2.2. Assuming (1) for k, we shall show that for f ∈ Ck+1,α and z ∈ Ω,

∂k+2T (f)(z) =− 1

2πi

∫
Ω

∂k+2
z Γ(ζ − z)(f(ζ)− Pk+1(ζ, z))dζ̄ ∧ dζ

−
k+3∑
j=2

∂k+3−j

 ∑
|µ|=j−2

∂µf(z)

µ!
IΩ(j − 2, µ)(z)

 .

(4)

Let ε > 0 be small enough and consider

wε(z) :=− 1

2πi

∫
Ω

∂k+1
z Γ(ζ − z)ηε(ζ, z)(f(ζ)− Pk(ζ, z))dζ̄ ∧ dζ

−
k+2∑
j=2

∂k+2−j

 ∑
|µ|=j−2

∂µf(z)

µ!
IΩ(j − 2, µ)(z)


for z ∈ Ω. When ε→ 0,

wε(z)→ ∂k+1Tf(z) +
1

2πi
∂k
[
f(z)∂

(∫
Ω

Γ(ζ − z)dζ̄ ∧ dζ
)]

(5)

for z ∈ Ω. On the other hand,

∂wε(z) =
1

2πi

∫
Ω

∂ζ
(
∂k+1
z Γ(ζ − z)ηε(ζ, z)

)
(f(ζ)− Pk(ζ, z))dζ̄ ∧ dζ

− 1

2πi

∫
Ω

(
∂k+1
z Γ(ζ − z)ηε(ζ, z)

)
∂z(f(ζ)− Pk(ζ, z))dζ̄ ∧ dζ

− ∂

k+2∑
j=2

∂k+2−j

 ∑
|µ|=j−2

∂µf(z)

µ!
IΩ(j − 2, µ)(z)


= : I1 + I2 −

k+2∑
j=2

∂k+3−j

 ∑
|µ|=j−2

∂µf(z)

µ!
IΩ(j − 2, µ)(z)

 .

(6)

We shall show as ε→ 0,

I1 + I2 →−
1

2πi

∫
Ω

∂k+2
z Γ(ζ − z)(f(ζ)− Pk+1(ζ, z))dζ̄ ∧ dζ

−
∑
|µ|=k+1

∂µf(z)

µ!
IΩ(k + 1, µ)(z)

(7)

pointwisely in Ω. Then (6) will imply that

∂wε(z)→− 1

2πi

∫
Ω

∂k+2
z Γ(ζ − z)(f(ζ)− Pk+1(ζ, z))dζ̄ ∧ dζ

−
k+3∑
j=2

∂k+3−j

 ∑
|µ|=j−2

∂µf(z)

µ!
IΩ(j − 2, µ)(z)

 (8)
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in Ω and hence (4) follows from (5) and (8).
First consider I1.

I1 =
1

2πi

∫
Ω

∂ζ
(
∂k+1
z Γ(ζ − z)ηε(ζ, z)

)
(f(ζ)− Pk+1(ζ, z))dζ̄ ∧ dζ

+
1

2πi

∑
|µ|=k+1

∂µf(z)

µ!

∫
Ω

∂ζ
(
∂k+1
z Γ(ζ − z)ηε(ζ, z)

)
(ζ − z)µdζ̄ ∧ dζ.

Using Stokes’ theorem to the second term of the above equation, one obtains that

I1 =
1

2πi

∫
Ω

∂ζ
(
∂k+1
z Γ(ζ − z)ηε(ζ, z)

)
(f(ζ)− Pk+1(ζ, z))dζ̄ ∧ dζ

− 1

2πi

∑
|µ|=k+1

∂µf(z)

µ!

∫
∂Ω

∂k+1
z Γ(ζ − z)ηε(ζ, z)(ζ − z)µdζ̄

− 1

2πi

∑
|µ|=k+1

∂µf(z)

µ!

∫
Ω

(
∂k+1Γ(ζ − z)ηε(ζ, z)

)
∂ζ(ζ − z)µdζ̄ ∧ dζ.

On the other hand,

I2 =
1

2πi

∫
Ω

(
∂k+1
z Γ(ζ − z)ηε(ζ, z)

)
∂zPk(ζ, z)dζ̄ ∧ dζ.

Therefore,

I1 + I2 =
1

2πi

∫
Ω

∂ζ
(
∂k+1
z Γ(ζ − z)ηε(ζ, z)

)
(f(ζ)− Pk+1(ζ, z))dζ̄ ∧ dζ

− 1

2πi

∑
|µ|=k+1

∂µf(z)

µ!

∫
∂Ω

∂k+1
z Γ(ζ − z)ηε(ζ, z)(ζ − z)µdζ̄

− 1

2πi

∫
Ω

(
∂k+1
z Γ(ζ − z)ηε(ζ, z)

) ∑
|µ|=k+1

∂µf(z)

µ!
∂ζ(ζ − z)µ − ∂zPk(ζ, z)

 dζ̄ ∧ dζ

= : I3 + I4 + I5.

When ε→ 0, we have for z ∈ Ω,

I3 →−
1

2πi

∫
Ω

∂k+2
z Γ(ζ − z)(f(ζ)− Pk+1(ζ, z))dζ̄ ∧ dζ;

I4 →−
1

2πi

∑
|µ|=k+1

∂µf(z)

µ!

∫
∂Ω

∂k+1
z Γ(ζ − z)(ζ − z)µdζ̄ = −

∑
|µ|=k+1

∂µf(z)

µ!
IΩ(k + 1, µ)(z).

(9)

For I5, since Pk(ζ, z) =
∑k

l=0

∑
|µ|=l

1
µ!
∂µf(z)(ζ − z)µ, we have

∂zPk(ζ, z) =
∑
|µ|≤k

∂∂µf(z)(ζ − z)µ

µ!
+
∑
|µ|≤k

∂µf(z)∂z(ζ − z)µ

µ!
.

8



Notice that∑
|µ|≤k

∂∂µf(z)(ζ − z)µ

µ!
=
∑
|µ|=k+1

∂µf(z)∂ζ(ζ − z)µ

µ!
+

∑
|µ|≤k−1

∂∂µf(z)(ζ − z)µ

µ!
,

∑
|µ|≤k

∂µf(z)∂z(ζ − z)µ

µ!
=−

∑
|µ|≤k−1

∂∂µf(z)(ζ − z)µ

µ!
.

Therefore, ∑
|µ|=k+1

∂µf(z)

µ!
∂ζ(ζ − z)µ − ∂zPk(ζ, z) = 0,

which implies that I5 = 0. Combining (7) and (9), we complete the induction. The second part
of the theorem is a consequence of Lemma 2.4c).

Proof of Corollary 1.2: Since f ∈ Ck+α(Ω), Tf ∈ Ck+1+α(Ω) and ∂k+1Tf ∈ Cα(Ω). Together

with Lemma 2.4 and (1), we have k+2Tf(z) ∈ Cα(Ω) and ‖k+2Tf(z)‖α ≤ C(Ω, k, µ)‖f(z)‖(k)
α

where C(Ω, k, µ) is a constant depending on Ω, k and µ.

3 Higher order Calderón-Zygmund type Theorem

In this section, we restrict the attention on Ω = D, an arbitrary disk in C. We first prove the
following induction formula.

Lemma 3.1. Let f ∈ Ck+α(D), then for z ∈ D,

k+2T (f)(z) =k+1T (∂f)(z)− Sk+1(f)(z), (10)

where Sk+1(f)(z) := k!
2πi

∫
∂D

f(ζ)
(ζ−z)k+1dζ̄. If f ∈ C∞0 (D), Sk+1(f)(z) = 0.

Proof of Lemma 3.1: Using Stokes’ theorem, we have for z ∈ D,

k+2T (f)(z) =
−(k + 1)!

2πi

∫
D

f(ζ)− Pk(ζ, z)

(ζ − z)k+2
dζ̄ ∧ dζ

= lim
ε→0

−(k + 1)!

2πi

∫
D\Dε(z)

f(ζ)− Pk(ζ, z)

(ζ − z)k+2
dζ̄ ∧ dζ

= lim
ε→0

−k!

2πi

∫
D\Dε(z)

∂f(ζ)− ∂ζPk(ζ, z)

(ζ − z)k+1
dζ̄ ∧ dζ

− k!

2πi

∫
∂D

f(ζ)− Pk(ζ, z)

(ζ − z)k+1
dζ̄ − lim

ε→0

k!

2πi

∫
∂Dε(z)

f(ζ)− Pk(ζ, z)

(ζ − z)k+1
dζ̄

=k+1T (∂f)(z)− k!

2πi

∫
∂D

f(ζ)− Pk(ζ, z)

(ζ − z)k+1
dζ̄,

where the last identity is because
∣∣∣∫∂Dε(z) f(ζ)−Pk(ζ,z)

(ζ−z)k+1 dζ̄
∣∣∣ ≤ Cεα → 0. Furthermore, by Lemma

2.4c),

k!

2πi

∫
∂D

Pk(ζ, z)

(ζ − z)k+1
dζ̄ =

k!

2πi

k∑
l=0

∑
|µ|=l

1

µ!
∂µf(z)

∫
∂D

(ζ − z)µ

(ζ − z)k+1
dζ̄

=
k∑
l=0

∑
|µ|=l

1

µ!
∂µf(z)ID(k, µ)(z) = 0

9



in Ω. The lemma is thus proved.

Proof of Theorem 1.4: Without loss of generality, assume suppf ⊂ D with the radius R of D
to be chosen sufficiently large later. For z ∈ D,

Pk+1(f)(z) =
1

2πi
lim
ε→0

∫
D\Dε(z)

∂k+1Γ(ζ − z)f(ζ)dζ̄ ∧ dζ

=
1

2πi
lim
ε→0

∫
D\Dε(z)

∂k+1Γ(ζ − z) (f(ζ)− Pk(ζ, z)) dζ̄ ∧ dζ

+
1

2πi
lim
ε→0

∫
D\Dε(z)

∂k+1Γ(ζ − z)Pk(ζ, z)dζ̄ ∧ dζ

=−k+2 T (f)(z) + lim
ε→0

1

2πi

∫
D\Dε(z)

∂k+1Γ(ζ − z)Pk(ζ, z)dζ̄ ∧ dζ.

(11)

Let J(f) :=
∫
D\Dε(z) ∂

k+1Γ(ζ−z)Pk(ζ, z)dζ̄∧dζ. We show J(f) = 0 in D by letting ε small enough,

which by the definition of Pk suffices to show that∫
D\Dε(z)

ζ̄j

(ζ − z)k+2
dζ̄ ∧ dζ = 0 in D \Dε(z) for 0 ≤ j ≤ k.

Indeed, ∫
D\Dε(z)

ζ̄j

(ζ − z)k+2
dζ̄ ∧ dζ =

1

j + 1

∫
D\Dε(z)

∂̄

(
ζ̄j+1

(ζ − z)k+2
dζ

)
=

1

j + 1

(∫
∂D

ζ̄j+1

(ζ − z)k+2
dζ −

∫
∂Dε(z)

ζ̄j+1

(ζ − z)k+2
dζ

)
=

1

j + 1

(∫
∂D

1

(ζ − z)k+2ζj+1
dζ −

∫
∂Dε

(ζ + z)j+1

ζk+2
dζ

)
= 0.

Here in the second to the last identity, the first term is 0 due to the Residue theorem; the second

term is 0 since
∫
∂Dε

ζ
`

ζk+2dζ = ε2`
∫
∂Dε

1
ζk+2+`dζ = 0 for any 0 ≤ ` ≤ k + 1, k ≥ 0 by the Residue

theorem again.
Hence we have shown from (11) that

−Pk+1(f) =k+2T (f)

in D. Combining it with (10), one inductively infers that

−Pk+1(f) =k+2 T (f)(z) =k+1 T (∂f)(z) = · · · =2 T (∂kf)(z),

for f ∈ C∞0 (D). Applying Calderon-Zygmund theorem, we obtain

‖Pk+1(f)‖Lp(D) = ‖2T (∂kf)‖Lp(D) = ‖P1(∂kf)‖Lp(D) ≤ Cp‖∂kf‖Lp(D) ≤ Cp‖f‖Wk,p(D). (12)

On the other hand, let χ be the step function such that χ = 0 on D2R, and 1 elsewhere. Then
by Minkowski inequality,∥∥∥∥χ(z)

∫
DR

∂kΓ(ζ − z)f(ζ)dζ̄ ∧ dζ
∥∥∥∥
Lp(C)

≤
∫
DR

|f(ζ)|
(∫

C\D2R

|∂kΓ(ζ − z)|pdz̄ ∧ dz
) 1

p

dζ̄ ∧ dζ

=k!

∫
DR

|f(ζ)|
(∫

C\D2R

1

|(ζ − z)|(k+1)p
dz̄ ∧ dz

) 1
p

dζ̄ ∧ dζ,

10



which converges to 0 asR→ +∞. By selectingR large enough,
∥∥∥χ(z)

∫
D2R

∂kΓ(ζ − z)f(ζ)dζ̄ ∧ dζ
∥∥∥
Lp(C)

can be bounded by C‖f‖Wk,p(C) for some universal constant C. Therefore,

‖Pk+1(f)‖Lp(C) ≤‖χ(z)Pk+1(f)‖Lp(C) + ‖(1− χ(z))Pk+1(f)‖Lp(C)

≤
∥∥∥∥χ(z)

∫
DR

∂k+1Γ(ζ − z)f(ζ)dζ̄ ∧ dζ
∥∥∥∥
Lp(C)

+ ‖Pk+1(f)‖Lp(D2R).

Applying (12) with D replaced by D2R, we conclude that

‖Pk+1(f)‖Lp(C) ≤ C ′p‖f‖Wk,p(C).

The operator Pk+1 extends as a bounded operator from W k,p(C) into Lp(C) since C∞0 (C) is dense
in W k,p(C). The proof of the theorem is complete.

4 A criterion for the existence of flat solutions

We first recall some classical UCP results for the Laplacian ∆ and the Cauchy-Riemann operator
∂̄ in real and complex domains:

(1) Let V ∈ L2(D) and u : D ⊂ R2 → RN be smooth. If |∆u| ≤ V |Ou|, then UCP holds, i.e.,
whenever u is flat at 0, then u ≡ 0 in D.

(2) Let V ∈ L2(D) and v : D ⊂ C → CM be smooth. If |∂̄v| ≤ V |v|, then UCP holds, i.e.,
whenever v is flat at 0, then v ≡ 0 in D.

Properties (1) was proved by Chanillo-Sawyer [6]. An interesting question is to see whether
the two statements (1) and (2) are themselves equivalent. It is not hard to see that (2) implies
(1). Indeed, assume u(x, y) = (u1(x, y), ..., uM(x, y)) ∈ C∞(D,RM) is flat at 0 and satisfy |∆u| ≤
V |Ou|. Write z = x+ iy, ∂ = 1

2
( ∂
∂x
− i ∂

∂y
), ∂̄ = 1

2
( ∂
∂x

+ i ∂
∂y

), then ∆ = 4∂̄∂. Consider

v(z) = (v1(z), ..., vM(z)) = (∂u1(x, y), ..., ∂uM(x, y)).

Hence v(z) is flat at 0. Moreover, since |∆u| = 4|∂̄v| and |v(z)| =
√∑M

j=1 |∂uj|2

= 1
2
|Ou(x, y)|, we have |∂̄v| ≤ 1

2
V |v|. If (2) holds, then v ≡ 0, which gives u ≡ 0 in D.

However, it is not clear to us that (1) necessarily implies (2). The obstruction lies in the
existence of flat solutions to Cauchy-Riemann equation. Indeed, assume v(z) = (v1(z), ..., vM(z))
is flat at 0 and satisfies |∂̄v| ≤ V |v|. Let u(z) = (u1(z), ..., uM(z)) be a smooth solution to the
equation ∂u = v. Write uj(z) = ũ2j−1(x, y) + iũ2j(x, y) with ũ2j−1 and ũ2j both real-valued
functions for j = 1, ...,M and denote ũ(x, y) = (ũ1, ..., ũ2M). Then |∆ũ| = 4|∂̄v| and

|v(z)| =

√√√√ M∑
j=1

|vj|2 =

√√√√ M∑
j=1

|∂(ũ2j−1 + iũ2j)|2 ≤
1√
2
|Oũ(x, y)| .

Consequently, |∂̄v| ≤ V |v| gives |∆ũ| ≤ 2
√

2V |Oũ|. If one would be able to find a flat solution u
to ∂u = v locally, then applying (1) gives ũ ≡ 0 and hence v ≡ 0. This steers us to study the flat
solutions of the Cauchy-Riemann equation.

Along a slightly different direction, similar questions were raised in the literature to see if there
exists a compactly supported solution to ∂̄u = f in Cn whenever f is a compactly supported
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∂̄-closed smooth (0, 1) form. By a classical result, this is true for n ≥ 2. It fails when n = 1, which
can be argued as follows. Let h be a nontrivial holomorphic function on C. Given any function
f ∈ C∞0 (C), if there is a compactly supported solution u to ∂̄u = f , then∫

C
h(ζ)f(ζ)dζ̄ ∧ dζ =

∫
C
h(ζ)∂̄u(ζ)dζ̄ ∧ dζ = −

∫
C
∂̄h(ζ)u(ζ)dζ̄ ∧ dζ ≡ 0.

This implies h ≡ 0, a contradiction.

Proof of Theorem 1.5: Without loss of generality, assume that f is defined on D := Dr(0) for
some r > 0. Any smooth solution u to ∂̄u = fdz̄ in D can always be written by

u = Tf + h in D,

where h is some holomorphic function on D. Hence for any integers α ≥ 0 and β > 0, we have

∂αz u(z) = ∂αz Tf(z) + ∂αz h(z), z ∈ D;

∂̄βz ∂
α
z u(z) = ∂̄βz ∂

α
z Tf(z) = ∂̄β−1

z ∂αz f(z), z ∈ D.

Restricting z at 0 in the above expressions and applying the flatness of f , one gets

∂αz u(0) = ∂αz Tf(0) + ∂αz h(0);

∂̄βz ∂
α
z u(0) = 0.

By Theorem 1.1 and the flatness of f again, u is flat if and only if

∂αz h(0) = −∂αz T (f)(0) =
α!

2πi

∫
D

f(ζ)

ζα+1
dζ̄ ∧ dζ.

Since h(z) is holomorphic on D, the above expression is furthermore equivalent to

∞∑
α=0

(
1

2πi

∫
D

f(ζ)

ζα+1
dζ̄ ∧ dζ

)
zα

is holomorphic near 0. The proof of the theorem is complete.

Remark 4.1. The flat solution in Theorem 1.5 is unique. Indeed, if u1 and u2 are two different flat
solutions to ∂̄u(z) = f(z) for z ∈ Ω, then ∂̄(u1−u2) = 0, which means that u1−u2 is holomorphic
on Ω and flat at the origin. Thus u1− u2 ≡ 0, z ∈ Ω by the uniqueness of holomorphic functions.

Using Theorem 1.5, one can easily construct nontrivial examples of Cauchy-Riemann equations
which have flat solutions at the origin as follows.

Theorem 4.2. Let ϕ ∈ C∞(R,C) be flat at 0 and g be harmonic in D. Then ∂̄u(z) = f(z)dz̄ :=
ϕ(|z|)g(z)dz̄, z ∈ D has a flat solution locally. In particular if g is anti-holomorphic in D, then
−1
2πi

∫
D
f(ζ)
ζ−z dζ̄ ∧ dζ is the flat solution to ∂̄u(z) = f(z)dz̄ in D locally.

Proof of Theorem 4.2: By assumption, f(z) is flat at 0. Write the harmonic function g as

g(z) :=
∞∑
n=0

(anz
n + bnz̄

n), z ∈ D(= Dr(0)). (13)
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We have

1

2πi

∫
D

f(ζ)

ζα+1
dζ̄ ∧ dζ =

1

2πi

∫
D

ϕ(|ζ|)g(ζ)

ζα+1
dζ̄ ∧ dζ

=
1

2πi

∫
D

ϕ(|ζ|)
∑∞

n=0 anζ
n

ζα+1
dζ̄ ∧ dζ +

1

2πi

∫
D

ϕ(|ζ|)
∑∞

n=0 bnζ̄
n

ζα+1
dζ̄ ∧ dζ

=
1

2πi

∞∑
n=0

an

∫
D

ϕ(|ζ|)ζn

ζα+1
dζ̄ ∧ dζ +

1

2πi

∞∑
n=0

bn

∫
D

ϕ(|ζ|)ζ̄n

ζα+1
dζ̄ ∧ dζ

=
1

π

∞∑
n=0

an

∫ 2π

0

dθ

∫ R

0

ϕ(r)rn−αei(n−α−1)dr +
1

π

∞∑
n=0

bn

∫ 2π

0

dθ

∫ R

0

ϕ(r)r−n−αei(−n−α−1)dr

=
1

π

∞∑
n=0

an

∫ 2π

0

ei(n−α−1)dθ

∫ R

0

ϕ(r)rn−αdr +
1

π

∞∑
n=0

bn

∫ 2π

0

ei(−n−α−1)dθ

∫ R

0

ϕ(r)r−n−αdr

=2aα+1

∫ R

0

ϕ(r)rdr := Kaα+1,

where K = 2
∫ R

0
ϕ(r)rdr is a constant. Therefore,

∞∑
n=0

(
1

2πi

∫
D

f(ζ)

ζn+1
dζ̄ ∧ dζ

)
zn = K

∞∑
n=0

an+1z
n,

which is holomorphic in D according to (13). Thus ∂̄u(z) = f(z)dz̄, z ∈ D has a flat solution
locally by Theorem 1.5.

When g(z) =
∑∞

n=0 bnz̄
n, then 1

2πi

∫
D

f(ζ)
ζα+1dζ̄ ∧ dζ = 0 for all nonnegative integers α. Hence the

holomorphic function h ≡ 0 in the proof of Theorem 1.5 in order that u is flat at 0.

It is worth pointing out that in the proof of Theorem 4.2 the flatness of ϕ is essential for the
integrability of the integral 1

2πi

∫
D

f(ζ)
ζα+1dζ̄ ∧ dζ for all nonnegative integers α.

5 Examples of non-solvability in the flat category

In this section, we construct a family of germs of smooth ∂̄-closed (0,1) forms fn, flat at 0 ∈ Cn,
such that there are no flat smooth solutions to ∂̄u = fn in the sense of germs.

Theorem 5.1. There exists a family of germs of flat ∂̄-closed (0,1) forms fn, such that the
Cauchy-Riemann equation ∂̄u = fn has no flat solution in the sense of germs.

We first give such examples in n = 1. Our construction essentially follows from Coffman-Pan
[7], which in turn was motivated by Rosay [19]. Let s be a real-valued nondecreasing smooth
function on R+ such that s = 0 in [0, 1

4
], 0 < s < 1 on (1

4
, 3

4
) and s = 1 on [3

4
,∞). Let {rn}∞n=1 be

a decreasing positive sequence such that r1 = R and limn→∞ rn = 0. Denote ∆rn := rn − rn+1,
annuli An := {z ∈ C : rn+1 ≤ |z| ≤ rn} and smooth functions Xn = s( |·|−rn+1

∆rn
) : An → R. Then

D = (∪An) ∪ {0}.
Let {p(n)}∞n=0 be an increasing positive integer sequence with p(0) = 0, and {F (n)}∞n=0 a

positive sequence with F (0) = 1. Letting gn(z) = F (n)zp(n), we define the function f : D → C by

f(z) =


gn(z), z ∈ An for odd n,

Xn(z)gn−1(z) + (1−Xn(z))gn+1(z), z ∈ An for even n,

0, z = 0.

(14)
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By construction, the function f is smooth on D \ {0}. Moreover, if the parameters are carefully
chosen as in the following lemma, then f can be made to be smooth and flat at 0.

Lemma 5.2. [7] If (∆rn/rn)
(∆rn+2)/(rn+2)

is a bounded sequence and for each integer k ≥ 0,

lim
n→∞

F (n+ 1)(p(n+ 1))kr
p(n+1)−4k
n

(∆rn/rn)k
= 0, (15)

then f is smooth and vanishes to infinite order at the origin.

We denote by S the set of functions f of the form (14) satisfying (15) as well as either one of
the following conditions:

lim
n→∞

p(n)
√
F (n)∆rnrn+1 =∞,

lim
n→∞

p(n)
√
F (n)(∆rn−1)2 =∞,

lim
n→∞

p(n)
√
F (n)∆rn−1rn =∞,

lim
n→∞

p(n)
√
F (n)(∆rn+1)2 =∞,

lim
n→∞

p(n)
√
F (n)∆rn+1rn+2 =∞.

(16)

Hence in particular, every element in S is a representatives of a flat germ. The following example
of Rosay [19] gives some f ∈ S.

Example 5.3. [19] Choose R = 1, p(n) = n, rn = 2−n+1, ∆rn = 2−n, F (n) = 2n
2/2. Indeed,

lim
n→∞

F (n+ 1)(p(n+ 1))kr
p(n+1)−4k
n

(∆rn/rn)k
= lim

n→∞

2(n+1)2/2(n+ 1)k(2−n+1)n+1−4k

(2−1)k
= 0;

lim
n→∞

n
√
F (n)(∆rn−1)2 = lim

n→∞
2
n
2 2

−2n+2
n =∞.

In fact, one can get ample elements in S by choosing rn, F (n) and p(n) in the following manner.

Example 5.4. Choose R = 1, and three polynomial functions p, t and q of degree dp, dt and
dq on the variable n respectively, such that all leading coefficients of these three polynomials are
positive, t(1) = 0, dq > dp, dq > dt and dq < dp + dt. Let rn := 2−t(n), F (n) := 2q(n). We have

lim
n→∞

2q(n+1)(p(n+ 1))k(2−t(n))p(n+1)−4k

(2−1)k
= 0

since dq < dp + dt, and

∆rn = 2−t(n) − 2−t(n+1) =
2t(n+1) − 2t(n)

2t(n)+t(n+1)
≥ 2t(n)

2t(n)+t(n+1)
= rn+1

for sufficiently large n. Then

lim
n→∞

p(n)
√
F (n)(∆rn−1)2 ≥ lim

n→∞
2
q(n)
p(n) 2

−2t(n)
p(n) =∞,

due to the fact that dq > dp and dq > dt. Therefore, this type of functions belong to S as well.
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The proposition below essentially says that the two types of the UCP problems in Section 4
are not equivalent.

Proposition 5.5. For every f ∈ S, there does not exist a flat smooth u such that ∂̄u = fdz̄ near
the origin.

Proof of Proposition 5.5: To prove ∂̄u = fdz̄ does not have a flat solution locally, it suf-
fices to show that for any neighborhood U near 0, the radius RU of convergence for h(z) :=∑∞

α=0

(
1

2πi

∫
U

f(ζ)
ζα+1dζ̄ ∧ dζ

)
zn is 0 by Theorem 1.5. Since the convergence of h is independent of

the choice of U , we choose U = D and denote RU by R0. First notice that

∂αh(0)

α!
=

1

2πi

∫
D

f(ζ)

ζα+1
dζ̄ ∧ dζ =

∞∑
n=1

1

2πi

∫
An

f(ζ)

ζα+1
dζ̄ ∧ dζ. (17)

When n is odd,

1

2πi

∫
An

f(ζ)

ζα
dζ̄ ∧ dζ =

1

2πi

∫
An

gn(ζ)

ζα
dζ̄ ∧ dζ

=
1

π

∫ 2π

θ=0

dθ

∫ rn

rn+1

F (n)rp(n)eip(n)θ

rαeiαθ
rdr

=
F (n)

π

∫ 2π

θ=0

ei(p(n)−α)θdθ

∫ rn

rn+1

rp(n)−α+1dr

=

{
0, p(n) 6= α,

F (n)(r2
n − r2

n+1), p(n) = α.

(18)

When n is even,

1

2πi

∫
An

f(ζ)

ζα
dζ̄ ∧ dζ =

1

2πi

∫
An

Xn(z)gn−1(z) + (1−Xn(z))gn+1(z)

ζα
dζ̄ ∧ dζ

=
1

π

∫ 2π

0

dθ

∫ rn

rn+1

Xn(reiθ)F (n− 1)rp(n−1)−α+1ei(p(n−1)−α)θ

+ (1−Xn(reiθ))F (n+ 1)rp(n+1)−α+1ei(p(n+1)−α)θdr

=
1

π

∫ 2π

0

ei(p(n−1)−α)θdθ

∫ rn

rn+1

s(
r − rn+1

∆rn
)F (n− 1)rp(n−1)−α+1dr

+
1

π

∫ 2π

0

ei(p(n+1)−α)θdθ

∫ rn

rn+1

(1− s(r − rn+1

∆rn
))F (n+ 1)rp(n+1)−α+1dr

=


2

∫ rn

rn+1

(1− s(r − rn+1

∆rn
))F (n+ 1)rdr, p(n+ 1) = α,

2

∫ rn

rn+1

s(
r − rn+1

∆rn
)F (n− 1)rdr, p(n− 1) = α,

0, otherwise.

=


2K1F (n+ 1)(∆rn)2 + 2K2F (n+ 1)rn+1∆rn, p(n− 1) = α;

(1− 2K1)F (n− 1)(∆rn)2 + (2− 2K2)F (n− 1)rn+1∆rn, p(n+ 1) = α;

0, otherwise.

(19)
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Here 0 < K1 :=
∫ 1

0
(1− s(t))tdt < 1

2
and 0 < K2 :=

∫ 1

0
(1− s(t))dt < 1 are constants.

Now we consider the subsequence α(n) := p(n)− 1 for all odd n ∈ N+. By (18) and (19),

∂
α(n)
z h(0)

α(n)!
=
∞∑
k=1

1

2πi

∫
Ak

f(ζ)

ζα(n)+1
dζ̄ ∧ dζ

=
1

2πi

∫
An

f(ζ)

ζα(n)+1
dζ̄ ∧ dζ +

1

2πi

∫
An−1

f(ζ)

ζα(n)+1
dζ̄ ∧ dζ +

1

2πi

∫
An+1

f(ζ)

ζα(n)+1
dζ̄ ∧ dζ

≥2F (n)∆rnrn+1 + 2K1F (n)(∆rn−1)2 + 2K2F (n)rn∆rn−1

+ (1− 2K1)F (n)(∆rn+1)2 + (2− 2K2)F (n)rn+2∆rn+1.

(20)

Since each term in the above equation is positive, from the Cauchy-Hadamard Formula and (16),
the radius R0 of convergence for h satisfies

1

R0

= lim
α→∞

sup(
∂αz h(0)

α!
)

1
α ≥ lim

n→∞
(
∂
α(n)
z h(0)

α(n)!
)

1
α(n) = lim

n→∞
(
∂
α(n)
z h(0)

α(n)!
)

1
p(n) =∞, (21)

which gives rise to R0 = 0. The proof of the proposition is complete.

Proof of Theorem 5.1: Without loss of generalization, we assume n = 2. Let f ∈ S and write
f(z) = f(z1)dz̄1. Then f is flat. In particular, ∂̄f = 0. Let u(z1) := Tf(z1), then ∂̄1u(z1) = f(z1)
and u(z1) is a solution to ∂̄u = f . Hence any solution to ∂̄u = f satisfies

u(z) = u(z1) + φ(z),

where φ is a holomorphic function, say, on a ball B ⊂ C2.
Assume by contradiction that there exists a flat solution u at the origin, then for any α ≥

0, β > 0,

0 = ∂αz1u(0, 0) = ∂αz1u(0) + ∂αz1φ(0, 0), 0 = ∂αz1∂
β
z2

u(0, 0) = ∂αz1∂
β
z2
φ(0, 0).

Therefore, ∂αz1φ(0, 0) = −∂αz1u(0) = ∂αz1T (f)(0) and ∂αz1∂
β
z2
φ(0, 0) = 0. Since f ∈ S, consider the

subsequence α(n) = p(n)− 1 with odd integers n as we did in the proof of Theorem 5.5. Then

lim
n→∞

α(n)

√
∂
α(n)
z1 T (f)(0)

α(n)!
=∞. (22)

Hence the radius of convergence for the holomorphic function φ(z1, 0) =
∑∞

α=0

∂αz1φ(0,0)

α!
zα1 is 0,

which is impossible. The proof is complete.

Remark 5.6. a). One can also make use of Borel’s theorem to construct nonsolvable examples
to ∂̄ in the flat category. In fact, let ũ be a smooth function near 0 whose Taylor expansion is
equal to, say,

∑∞
n=0 n!zn by Borel’s theorem. It is easy to verify that f := ∂̄ũ is flat at 0. Assume

there exists a flat solution u solving ∂̄u = f near 0. Then ∂̄(ũ − u) = 0 and thus there exists a
holomorphic function h near 0 such that h = ũ − u. However, by the flatness of u, this would
mean that the jets of h match with those of ũ at all levels. Contradiction!
b). Bo-Yong Chen suggested a different construction of some function f vanishing in a neighbor-
hood of the origin such that ∂̄u = f has no flat solution. Let χ be a compactly supported smooth
cut-off function satisfying χ = 1 in a neighborhood B1/4 of 0 and f be an unbounded holomorphic
function on B1/2(⊃⊃ suppχ). Consider ∂̄u = f∂̄χ := v in B1. Then v = 0 in B1/4 and ∂̄v = 0 in
B1. If there is a flat solution u ∈ C∞(B1) to ∂̄u = v, then u = 0 in B1/4 since u is holomorphic
there. It follows that h := fχ − u is holomorphic in B1 and in particular, h = f on B1/4, which
implies f has a holomorphic extension h to B1. This is a contradiction! We note this example
does not serve our purpose since v ≡ 0 in the sense of germs.
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6 Minimal solutions to the Cauchy-Riemann equations

In this section, we shall make use of the construction in Proposition 5.5 to analyze the behavior
of the restriction on subdomains of a minimal solution to ∂̄ with respect to a weight.

Proof of Theorem 1.6: We show any f ∈ S will suffice the theorem. Indeed, let f ∈ S
and assume there exist a bounded plurisubharmonic weight function φ and a positive decreasing
sequence tn(< 1)→ 0, such that un := u1|Btn is the minimal smooth solution to ∂̄u = f(z1)dz̄1|Btn
on Btn with respect to φ|Btn . By Hörmander’s classical L2 theory and the boundedness of φ, we
have for each n ≥ 1,∫

Btn

|u1|2dV ≤ C

∫
Btn

|un|2e−φdV ≤ Ct2n

∫
Btn

|f(z1)|2e−φdV ≤ Ct2n

∫
Btn

|f(z1)|2dV. (23)

Here and in what follows, C represents a positive constant independent of n, which may be different
at different places. Since f ∈ S,∫

Btn

|f(z1)|2dV ≤C
∫ 2π

0

∫
r≤tn
|f(reiθ)|2rdrdθ

≤C
∑

k odd, rk≤tn

F (k)2

∫ rk

rk+1

r2p(k)+1dr + C
∑

k even, rk≤tn

F (k − 1)2

∫ rk

rk+1

r2p(k−1)+1dr

+ C
∑

k even, rk≤tn

F (k + 1)2

∫ rk

rk+1

r2p(k+1)+1dr

≤C
∑

k odd, rk≤tn

F (k)2

∫ rk

rk+1

r2p(k)+1dr + C
∑

k odd, rk+1≤tn

F (k)2

∫ rk+1

rk+2

r2p(k)+1dr

+ C
∑

k odd, rk−1≤tn

F (k)2

∫ rk−1

rk

r2p(k)+1dr

≤C
∑
rk≤tn

(F (k)r
p(k)
k )2 + C

∑
rk+1≤tn

(F (k)r
p(k)
k+1)2

+ C
∑

rk−1≤tn

(F (k)r
p(k)
k−1)2.

(24)

For each N ≥ 0, let n be large enough so that p(k) ≥ N for all k with rk+1 ≤ tn. By (15), we
obtain that

F (k)r
p(k)
k ≤ F (k)r

p(k)−N
k−1 rNk ≤

CtNn
p(k)

when rk ≤ tn;

F (k)r
p(k)
k+1 ≤ F (k)r

p(k)−N
k−1 rNk+1 ≤

CtNn
p(k)

when rk+1 ≤ tn;

F (k)r
p(k)
k−1 ≤ F (k)r

p(k)−N
k−1 rNk−1 ≤

CtNn
p(k)

when rk−1 ≤ tn.

(25)

Combining (23), (24), (25) and the fact that p(k) ≥ k, we have thus shown that for each N ≥ 0,∫
Btn

|u1|2dV ≤ CtNn
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for large n. Since u1 is smooth near 0, u1 is flat at 0. This would mean that ∂̄u = f(z1)dz̄1 with
f ∈ S has a flat solution, which contradicts with the conclusion in Theorem 5.1.

In comparison to Theorem 1.6, B locki [3] constructed an example where the restriction of a
minimal solution of the Cauchy-Riemman equation onto some subdomains can be minimal. The
example can be generalized in Cn as follows.

Example 6.1. Let fj and g be holomorphic in BR such that g(0) = 0 and ∂g
∂zj

= fj in BR. Then

given any bounded and radially symmetric plurisubharmonic weight φ on BR, u(z) = g(z)|Br is
the minimal solution to ∂̄u(z) = fj(z)dz̄j|Br in Br in L2(Br, e

−φ|Br) norm for every r ≤ R.

Proof of Example 6.1: Since u(z) = g(z)|Br is a solution to ∂̄u(z) = fj(z)dz̄j|Br , we only

need to show g(z)|Br is minimal in L2(Br, e
−φ|Br) norm, which is equivalent to showing given any

nonnegative multi-index α 6= 0, r ≤ R, z̄α is orthogonal to zγ for all nonnegative multi-index γ in
L2(Br, e

−φ|Br) norm. This is obvious due to the following observation. Without loss of generality,
we assume n = 2.

〈z̄α, zγ〉L2(Br,e−φ|Br ) =

∫
Br

z̄αz̄γe−φ(|z|)dV

=
1

4

∫
|z1|≤r

z̄α1+γ1
1

∫
|z2|≤
√

1−|z1|2
z̄α2+γ2

2 e−φ(|z|)dz2dz̄2dz1dz̄1

=

∫ r

0

rα1+γ1+1
1

∫ √1−r21

0

rα2+γ2+1
2 e−φ(

√
r21+r22)dr2dr1

∫ 2π

0

ei(−α1−γ1)θ1dθ1

∫ 2π

0

ei(−α2−γ2)θ2dθ2

= : C(r, α, γ)

∫ 2π

0

ei(−α1−γ1)θ1dθ1

∫ 2π

0

ei(−α2−γ2)θ2dθ2

for some positive smooth function C(r, α, γ). Notice the last expression is nonzero only when
α1 + γ1 and α2 + γ2 are both zero, which is impossible since α1 + α2 > 0 and γj ≥ 0, j = 1, 2.
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