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Abstract

In this Comments, several errors in [1] are pointed out. The more serious of these errors result in an over
prediction of the send rate. The expression obtained for send rate in this Comments leads to greater accuracy when
compared with the measurement data than the original send rate expression in [1].

I. CORRECTION TO THE DERIVATION OF THE TCP SEND RATE

In Section II.A (loss indications are exclusively triple-duplicate ACK’s) of [1], Equation (7) is incorrect. The
window size increase between

���������
	
and

���
should be����
 �������	 � ��������
� � 
 �
� 	 ������������� (1)

The above equation can be verified by looking at Figure 2 in [1], where
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Thus, Equations (10) and (11) in [1] change to
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Recalling Equation (5) in [1], the same arguments lead to the following replacement of Equation (12) in [1] by�A�CBB � :?; �>=2
 :<; �D=	 3 :?; �>=	 � :<; �"= 6�� :?; 7 = � (6)

Assuming as in [1] that

:?; 7 =2
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, coupled with the above two equations yields:?; �>=2
FE $HG �A�IB2J� � B � G � � � 	 JLKM � K � � � � 	� � � (7)

which is different from Equation (13) in [1]. Observe that

:<; �"=ONQP $R� � � B for small values of B . Furthermore,
unlike the expression for

:<; �"=
in [1], Equation (7) yields
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UT
as B�VW� , matching one’s intuition. As all

packets sent are lost, the congestion window is forcibly reduced to 0 in the end. With this new representation of
:?; �>=

, Equations (15) and (16) in [1] are revised to
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From the above equations, the send rate (Equation (19) in [1]) should beaCG B2J 
 �b�dcc � :?; �>=:?; X = 
 �b�dcc �fe gih �b�dckjl , c �]h l , � K jnmo , m � l , � Kl ,
RTT

3 e K , h �b�dckjl c � h l , � K jpmlbq � l ,sr gq 6 � (10)

Observe that the above expression yields the expression in Equation (20) in [1] for small values of B . When B
equals to 1, however, Equation (19) in [1] gives

aCG B2Jut T
. Intuitively, if all packets are lost, the congestion window

reduces to 0 and thus the sender cannot send any more packets. That is,
aIG B�J 
fT

in the case that loss indications
are exclusively triple-duplicate ACK’s. The above equation verifies this.

In Section II.C (impact of window limitation) of [1], the equation for the window size increase between
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is also incorrect. It should be ��vf
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which implies
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. Considering the number of packets sent in the ith TDP, we have&}��
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where the last item ( 7 � ) is ignored in [1]. From the above equation, we have:?; &!=z
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. Combining Equation (5) in [1], yields the following equation describing
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which gives
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Finally, since
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 x � ��~ � , we have:?; �@=2
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By substituting this result in Equation (28) in [1], we obtain the following expression for the TCP send rate,
aCG B2J ,

when the window is limited aCG B2J 
 �b�dcc � � v ���� Gs� v J ��b�dc
RTT

G ,g ��v � �b�dcck��� � ,sr q� J ���� Gs��v J Z 1�� h c�j�b�dc � (17)

which differs from the one in [1].
Combining all the above corrections, the complete characterization of TCP send rate,

aCG B2J , is
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where ¿ G B2J and �� are given in Equations (29) and (24) in [1], respectively; while

:<; � « =
is given in Equation (7)

in this Comments. We refer to Equation (18) as the “corrected model”. Observe that when

:?; � « =z
>��v
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 �$ ��v � ���IBB ��vÀ� � � %� �

which leads to Equation (7) in this Comments. If we set the boundary condition,

:<; � « =2
>��v
, in Equation (32)

in [1], however,
��v

does not satisfy Equation (13) in [1].
The graphs in Figure 1 compare the predictions of the full model in [1] and the predictions of the corrected

model with the measurement data for 1 h-long traces from Figure 7 in [1]. The average error of the full model in
[1] and the corrected model are shown in Figure 2, following the visual representation of the data from Figure 9
in [1]. The average error is given by:Á

observations Â Ã predicted � Ã observed Â � Ã observed
number of observations

�
where Ã observed is the number of packets observed during 100 s intervals and Ã predicted is the number of packets
predicted by the models. The smaller average error indicates better model accuracy. The detailed explanation of
the traces and average error can be found in [1]. Figures 1 and 2 show that the full model in [1] overestimates the
send rate, and the corrected model is more accurate than the full model.

II. CORRECTION TO

X G ½�� 4 JX G ½!� 4 J should be expressed as X G ½�� 4 J 
ÅÄ h �b�dc�jpÆsc�b� h �b�dckjnÇ � TÉÈ 4 ¬ ½ ®T � ·¹¸bºÊ»Ë¼¹½Ì�¢¾¹»¨� (19)

It is suggested that

X G ½!� 4 JÎÍ
>T
for 4 
 ½ in [1], which is not the case. This correction does not affect the final

result for �� G ½�J (Equation (24) in [1]).
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(f)

Fig. 1. (a)Manic to baskerville, RTT = 0.243, ÏÑÐ = 2.495, Ò�Ó = 6. (b)Pif to imagine, RTT = 0.229, ÏdÐ = 0.700, Ò!Ó = 8. (c)Pif to manic,
RTT = 0.257, Ï Ð = 1.454, Ò Ó = 33. (d)Void to alps, RTT = 0.162, Ï Ð = 0.489, Ò Ó = 48. (e)Void to tove, RTT = 0.272, Ï Ð = 1.356, Ò Ó
= 8. (f)Babel to alps, RTT = 0.194, ÏdÐ = 1.359, Ò�Ó = 48.
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